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IOT360 2014 - IoT Infrastructures

Preface

This publication collects the proceedings of three conferences dedicated to infra-
structure-based solutions that will support the deployment of Internet of Things (IoT)
services and applications in the future. The 30 revised full papers in this volume were
carefully reviewed and selected from a total of 51 submissions. The conferences also
featured 16 special contributions from recognized experts in the field.

The first one, the International Conference on Mobility and Smart Cities 2014, was
to provide a platform for the cross-fertilization of ideas and to present cutting-edge
innovation and technologies for sustainable solutions to the mobility and smart cities
agenda. The focus of the conference reflected the EU thematic priorities for research
and innovation to improve the quality of life of citizens and make cities more sus-
tainable with less impact on the environment.

The second conference, SDWN, focused on software-defined techniques for sup-
porting more flexible use of wireless and wireless sensor networks. As we approach the
5G space, it is envisaged that the merge between software-defined techniques and the
IoT will indeed bring new value in the networking infrastructure to support the chal-
lenges of accommodating exponentially growing M2M traffic.

Finally the proceedings of the last conference, SaSeIoT, provide an outlook on the
safety and security in the IoT domain, highlighting both opportunities and risks. The
risks stem from the integration of numerous distributed devices that belong to a plethora
of (sometimes unknown) owners, have limited computational power, and are located in
unsecured environments without any access controls. The opportunities come from the
ability to add resilience to our IoT systems, detecting threats to public safety and security
at an earlier stage so that the impact of such threats can be mitigated more easily, and by
providing additional support during disaster management and recovery.

April 2015 Raffaele Giaffreda



International Conference on Mobility and Smart Cities,
Mobility IoT 2014

Rome – October 27–28, 2014

Preface

In this dedicated mobility and smart cities section of the publication, it is our pleasure
to introduce to you a wide selection of cutting-edge and insightful research papers that
were presented at the First International Conference on Mobility and Smart Cities 2014.

The 2014 conference was an IoT co-located event that took place in Rome, Italy,
during October 27–29, 2014, forming one of the main conferences in the IoT360
Summit. The conference was organized by the Faculty of Materials Science and
Technology (MTF STU) in Trnava, Institute of Industrial Engineering and Manage-
ment in collaboration with the European Alliance for Innovation in Slovakia, and its
partner, the European Alliance for Innovation, in Trento, Italy.

As co-chairs of the conference and members of the Organizing Committee, it was
with great satisfaction that we had the opportunity to welcome and meet individuals
from around the world, all of whom share a common interest in the area of mobility and
smart cities. In particular, we would like to thank the presenters who showcased their
latest research and also the audience members who added to active discussions and
debate regarding the recent developments and the outlook for the future of the field.

The goal of the International Conference on Mobility and Smart Cities 2014 was to
provide a platform for the cross-fertilization of ideas and to present cutting-edge
innovation and technologies for sustainable solutions to the mobility and smart cities
agenda. The focus of the conference reflected the EU thematic priorities for research
and innovation to improve the quality of life of citizens and make cities more sus-
tainable with less impact on the environment. The conference presented participants
with a unique opportunity to engage with different stakeholders from across Europe and
around the world. In doing so, the conference offered an ideal platform to empower the
triple helix of university research, industry, and government, while also providing
innovative opportunities focusing on the growth and development of mobility and
smart cities.

A total of 32 research papers are featured in this publication, with contributions by
researchers from across Europe and around the world. The publication includes articles
written and presented by authors from 17 countries, including China, Croatia, the
Czech Republic, Germany, Greece, Italy, Japan, Norway, Poland, Portugal, Romania,
Singapore, Slovakia, South Africa, South Korea, Sweden, and the UK.

Among the papers featured in the publication are those written by the conference
keynote speakers, Prof. MSc. Milan Dado, PhD., the Dean of the Faculty of Elec-
tronics, TU Zilina, Slovakia, and a coordinator of the project ERA Chair H2020, who
discusses the “Challenges and Unwanted Features of the Smarter Cities Development”



and Prof. George Teodorescu PhD, from the International Institute for Integral Inno-
vation, Köln, Germany, who discusses the topic of “Parking Zero.”

As co-chairs of the conference, we were particularly impressed by the wide range of
innovative research solutions presented during the conference. The conference was
divided into six sessions covering the areas of smart mobility and security, social
innovation and infrastructural research, smart cities, the SUPERHUB Project, urban
mobility and e-mobility, innovation in transport methods and services, and creative
cities. As a result, the papers included, in our opinion, accurately reflect the diversity of
content and rapidly developing nature of the mobility and smart cities agenda. The
research not only illustrates the current state of the art in the field but it also helps to
contribute to defining the future thematic areas of debate.

In conclusion, we would like to once again express our sincere thanks to all the
authors and audience members who attended the conference in Rome, Italy, and also
the authors who contributed to the creation of this mobility and smart cities publication.

Dagmar Cagáňová
Jana Šujanová

Paul Woolliscroft

VIII International Conference on Mobility and Smart Cities, Mobility IoT 2014



International Conference on Software-Defined
and Virtualized Future Wireless Networks

SDWN 2014
Rome – October 28, 2014

Preface

We are very pleased to introduce the papers that were presented at the First Interna-
tional Conference on Software-Defined and Virtualized Future Wireless Networks
(SDWN) 2014. While the past few decades have witnessed a rapid growth in mobile
and wireless networks, numerous problems and challenges become increasingly seri-
ous, such as heterogeneous wireless networks, spectrum scarcity, smooth evolving and
fast deployment, technologies innovations, QoS and QoE support, etc. Traditional
mobile and wireless network technologies can hardly overcome these challenges.
Against this background, Software-Defined and Virtualized Future Wireless Network is
a new conference that aims to explore the new design space, the new challenges and
solutions, as well as new applications and services of software-defined virtualized
future mobile and wireless networks. The goal of this workshop is to solicit original
and inspiring research contributions from technology experts, designers, researchers,
and architects in academia and industry. Bringing together practitioners and researchers
to share knowledge, experiences, and best practices.

The event is endorsed by the European Alliance for Innovation, a leading com-
munity-based organization devoted to the advancement of innovation in the field of
ICT and was co-located with the IoT360 Summit. At the same time, participation in
this event gave attendees the unique opportunity to be exposed to all technical scientific
aspects of IoT-related topic areas at co-located conferences, as well as be able to have
full access to the IoT marketplace and business aspects in practice at the IoT360
Summit. This was the first such workshop in Italy, and we were extremely pleased and
proud that it attracted such a large number of submissions. We are hopeful that its
outstanding technical content contributed by leading international researchers in the
field will ensure its continued success for the future.

The main themes addressed by the paper presented at this conference are:

– New end-to-end mobile and wireless network architecture based on SDWN, cloud
computing, and virtualization technologies

– Cloud computing and network virtualization technologies for RAN, backhaul, and
core networks

– Software defining and abstracting strategies for network function and air interface
technologies in future wireless networks

– Convergence of heterogeneous wireless networks in SDWN
– Network devices programmability and customizability



– QoS/E and traffic-awareness in SDWN
– Date center technologies for future wireless networks
– Fast deployment and smooth network evolving
– Future wireless network management
– Dynamic resource allocation in future wireless networks
– Immersive collaborative future wireless media
– Network evaluations and testbeds
– New applications and use cases

For this workshop, all accepted papers were published by Springer and made available
through SpringerLink Digital Library, one of the world’s largest scientific libraries.
Several best papers were included in the MONET special issue on Software-Defined
and Virtualized Future Wireless Networks. We had two invited talks and several
invited papers. All these features contributed a successful workshop. We express our
sincere thanks to the invited speakers, authors, session chairs, Technical Program
Committee members, and additional reviewers who made this conference a success.

Yong Li
Roberto Riggio

V. Vasilakos Athanasios

X International Conference on SDWN 2014



First International Conference Safety and Security
in Internet of Things

SaSeIot 2014
Rome, Italy, October 28, 2014

Preface

If we look at the Internet of Things (IoT) from a safety and security perspective, we can
see both opportunities and risks.

The risks stem from the integration of numerous distributed devices that belong to a
plethora of (sometimes unknown) owners, have limited computational power, and are
located in unsecured environments without any access controls. All these properties
make the “things” in the IoT vulnerable. Therefore, concepts and solutions are needed
to detect and contain malicious or corrupted things, to secure communication between
things, and to ensure compliance of the IoT infrastructure with legal requirements, in
particular on the protection and management of personal data.

The first set of papers presented here address these issues by discussing self-
identification mechanisms of IoT devices, secure peer-to-peer services using NFC, and
security aspects of the collaborative data acquisition on which many IoT services rely.

However, the IoT can also create substantial benefits in terms of citizens’ safety: by
providing local communication infrastructures that make our societies more resilient,
by detecting threats to public safety and security at an earlier stage so that the impact of
such threats can be mitigated more easily, and by providing additional support during
disaster management and recovery. These positive aspects of the IoT are also reflected
in the proceedings with papers on crowd sourcing applications for emergency response,
on the use of the IoT for earthquake management, and on the importance of the IoT for
network resilience.

Finally, privacy and technology acceptance issues are addressed by a contribution
on the use of things for home security applications in gated communities.

We would like to thank all authors, reviewers, and organizers for their support and
hope that these proceedings will provide input for fruitful discussions and for future
research related to safety and security in the IoT.

Michael Klafft
Ulrich Meissen
Agnès Voisard
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of the Smarter Cities Development
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Abstract. This keynote paper establishes the framework for three introductory
sessions at the Mobility and Smart Cities conference held in Roma 27–28
October 2014. In the light of the latest knowledge and scientific projects findings
the authors present actual R&D trends in the field of smart solutions for sus-
tainable mobility based on ICT. New ideas, cutting-edge innovations and
technologies for mobility agenda are needed together with multidisciplinary
perspective and holistic approach applied. However, the positive expectations of
sustainable mobility growth might also have some negative effects on the life
and behaviour of citizens and institutions. The paper indicates both positive and
negative aspects of the smart city developments to open the floor for cross-
fertilization of critical and incentive ideas.

Keywords: Smart city � Mobility � Infrastructure � Security � Sustainability

1 Introduction

This contribution has been prepared as the keynote paper whose principal intention is
to flag up the core message of the conference and to set the mood and tone for it. The
main term being in the centre of the attention is the “Smart City” concept. Although it
can refer to futuristic concepts such as fridges that order groceries from the local
supermarket when their stocks run low, we can already see examples of smart city
systems in the Gulf in countries such as Qatar, Kuwait, Saudi Arabia and the UAE.
Therefore, when defining the content of this term we could identify with the definition
applied in documents of the EC DG CONNECT [1, 2]: “Smart cities should be
regarded as systems of people interacting with and using flows of energy, materials,
services and financing to catalyse sustainable economic development, resilience, and
high quality of life; these flows and interactions become smart through making strategic
use of information and communication infrastructure and services in a process of
transparent urban planning and management that is responsive to the social and eco-
nomic needs of society”. The concept of the “smart city” emerged during the last
decade as a fusion of ideas about how Information and Communication Technologies
(ICTs) might improve the functioning of cities, enhancing their efficiency, improving
their competitiveness, contributing to sustainable development and high quality of life
and providing new ways in which problems of poverty, social deprivation, and poor
environment might be addressed [3, 4]. The essence of the idea has revolved around the
need to coordinate and integrate technologies that have previously been developed
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separately from one another but have clear synergies in their operation and need to be
coupled so that many new opportunities which will improve the quality of life can be
realized. Thus the ICT is merged with traditional infrastructures, coordinated and
integrated using new digital technologies. Cities are becoming smart not only in terms
of the way we can automate routine functions serving individual persons, buildings,
traffic systems but in ways that enable us to monitor, understand, analyse and plan the
city to improve the efficiency, equity and quality of life for its citizens in real time…
[5]. Currently the central role of ICT lies at the core of the concept, but the term “smart
city” goes beyond the idea of ICT-driven cities, embracing also the investment in
human, social, and environmental capital.

The topic of Smart Cities has been on the table for more than a decade, discussed at
different forums. Inevitably the interest in the agenda permanently grows - this con-
ference is one of many events on the way towards integrated, interdisciplinary and
holistic understanding of the whole concept.

It is not surprising that Smart Cities have become an Agenda of the European
Innovation Partnership on Smart Cities and Communities (EIP-SCC) which brings
together cities, industry and citizens to improve urban life through more sustainable
integrated solutions. This includes applied innovation, better planning, a more partic-
ipatory approach, higher energy efficiency, better transport solutions, intelligent use of
ICTs, etc. The Partnership aims to overcome bottlenecks impeding the changeover to
smart cities, to co-fund demonstration projects and to help coordinate existing city
initiatives and projects, by pooling its resources together. This initiative has a budget of
€365 Million and includes energy, transport and ICT sector with the launch of the
Partnership in July 2012 [7]. The Action Clusters Kick-Off Conference was held on 9th
October 2014 in Brussels where key objectives and role of Action Clusters under the
Partnership were presented.

2 Challenges and Unwanted Features

The concept of Smart City brings a lot of challenges when seen from various per-
spectives of different stakeholders with different interests and expectations. They
should be seen in the context and solved within the given EU framework: the level of
urbanization in EU is above 75 %, to rise to 80 % by 2020, with cities consuming over
70 % of energy and emitting as much of greenhouse gases in EU. To achieve EU 20-
20-20 climate and energy goals there is need to act now [1]:

– 20 % reduction of CO2 compared to 1990.
– 20 % share of renewable energy in total energy mix.
– 20 % improvement in energy efficiency.

To create the markets the EU has adopted the approach mostly based on:

– Tackling common challenges and bottlenecks.
– Developing innovative and replicable solutions.
– Bundling demand from cities and regions.
– Attracting and involving business and banks.
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The common aim is to transform a number of European cities by exchanging of
Best Practices, learning from each other and funding through H2020 for selected
demonstration projects. The following areas have been given the highest priority [1]:

– Urban sustainable mobility (multi-modal transport planning, alternative energy
carriers, smart logistics, etc.).

– Districts and built environment (integration of renewables, positive energy districts,
deep retrofitting, etc.).

– Integrated infrastructures (cross-sectorial infrastructures integration, joint planning
and business models, common standards, …).

Development and implementation of partial goals gives a lot of challenges together
with potential obstacles and unwanted features. Official documents summarize existing
challenges - a reader may go through them easily. Therefore at this point let us leave
the official frame of EU documents, goals, projects and/or initiatives and try to consider
at least some of them, explaining their subjective understanding by the authors.

Common Language: The success of smart cities solutions highly depends on under-
standability and the common language used by all involved parties - stakeholders. For the
sake of illustration let us mention particular example of situation which occurred within
EIP-SCC Action Cluster Kick-off Conference on 9th October 2014 in Brussels. When
presenting the City Platform action cluster, the given Criteria, Key questions etc. were
typically based on ICT language (Open APIs, Open SDK, Open authentication, Inter-
operability of OSs…). Logically this became a point of criticism raised from the presented
mayors. Their practice requires completely different language based on solutions of
everyday problems of citizens and their needs. Not many of them are ICT-educated and
fully understand potential of technical solutions for development of urban areas.

Focus on Citizens: To make any successful application – two subjects are very
important: citizens and their needs. Any change must come bottom-up, i.e. be based on
(smart) citizens’ needs. The problem is what these needs are? Are they really known?
How to collect them? How to scale their importance? Are there any “common problems”
typical for every city/town that bring some “common needs”? What about specific needs
resulting from local specificities – what do they depend on? Building a change without
knowing the needs is risky since it may cause wide public unacceptance and thus losing
invested money and opportunities to grow. It is not a good strategy to bring a technical
solution fulfil some needs (e.g. because a “suitable provider” is at disposal) and con-
sequently to search for potential recipients. Vice versa approach must be ensured.

Involvement of Local Government: Politicians on the local level (and usually not
only on that) may be often close minded if talking about the projects exceeding time of
their election period. The sore point is then how to really involve mayors into such
projects especially if some long-term financing/co-financing is needed to reach goals
behind duration of their mandates. Municipalities should know the actual (and predict
the future) needs of their citizens. However, at present we are often observers of
collecting data without any output.
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Focus on the Right Target Group: Another legitimate question is who is the proper
audience for the Smart City and Mobility agenda? Some of the previously mentioned
events (e.g. Smart Living City – Dubai 2014) could raise a presumption that we are
mostly talking about projects focused on either existing cities or on Greenfield ini-
tiatives, building the cities from the ground up and investing billions of dollars. The
European statistics gives a little bit different dimension to our considerations: 65 % of
EU population can be found living in the cities with population about ca 60.000
inhabitants. Those cities seem to be ideal candidates and recipients of the EU initiatives
on Smart Cities and Mobility.

Concentration on Abstract or Technical Level First?: Actually predominant view is
that technical solutions are in principle well available and thus one should concentrate
on the abstract level first and postpone discussions about technical aspects to later
stages to avoid technocracy approach, overshadowing the real needs and added values
for each group of stakeholders (mayors, citizens, energy suppliers, traffic operators,
etc.). In any project it must be clear from the very beginning who is a partner to whom
and what the roles of all stakeholders are. That requires an abstract and high-level
approach first.

A Kind of Needed Research Generally: Implementing the smart cities is more on
integration and sharing of existing sources and solutions than on a specially focused
new research. Obviously, validity of this statement is not categorical – new scientific
findings are coming and being implemented all the time. The progress is needed,
motivated by achieving new solutions ensuring energy savings, less negative impacts
on environment, or helping focused group of citizens (e.g. disabled, elderly, children
etc.). New interrelations and social behaviour will also bring the need to search for new
data models. Talking about Smart Cities is often about executing sustainable activities
in a more integrated way.

Replicability and Open Solutions: What is actually most needed are open data and
open solutions (knowledge) how to do something that could be replicated and shared.
The question is what is common and transferrable since every city/town is unique,
having its historical heritage, fragmentation to various city islands, etc. The risk is that
cities pursue the wrong concepts that may need huge amounts of money. They often
don’t realise availability of quick-win solutions that suit the city. Replicable solution can
be available after finding what is common in the existing problem (needs) and in open
data. The process may be fastened by standardisation and harmonization. One of the
introductory steps to be taken is creation of the list what is and what should be
standardized (ETSI, CEN, ISO, etc.). Both technical (application platforms) and non-
technical standards (best practices) are valuable. As inspiring examples the BSI stan-
dards PA180 and PA181 could be mentioned – the former related to the Smart Cities
vocabulary, the latter establishing a Smart City network [8]. The application domain is
so large-scale and complex that coincidence and interrelation of multiple standards must
be expected. However, the consequences of complexity may be analogical to stan-
dardisation of the ITS domain: lack of the standards in the proper time (remember non-
interoperable electronic toll collection devices spread across Europe), and a high number
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of existing standards which makes difficult or even impossible to effective work with
those standards, related to the given task. The latter indicated problem could be effec-
tively solved by applying the ontological approach. From technical point of view open
data and open standards indicate a trend of building one European cloud solution.

Scalability and Measurability: According to Haydee Sheombar from IBM [10] a part
of a Smart City vision is indeed people driven, and does not require technology.
However, in order to solve a specific problem, things must be measurable and incen-
tives must be transparent. A new paradigm of smart city solutions evokes a question of
scalability and measurability, i.e. how to measure performance of the achieved “smart
systems”. The most common approach relies on the use of Key Performance Indicators
(KPIs) that define a set of values against which to measure. They enable evaluation of
the success of an organization or of a particular activity in which it engages, or defined
in terms of making progress toward strategic goals. There is a need to understand well
what is important, various techniques to assess the present state of the business, and the
key activities, are associated with the selection of performance indicators. New ISO
37120:2014 gives cities a common performance yardstick. It provides a set of clearly
defined city performance indicators and a standard approach to measure each.

Legislation Frame: Increasingly we can see sensors embedded in our environments
that monitor and interpret our behaviour. Sensors, including cameras and microphones,
position, proximity, and wearable physiological sensors, gather knowledge about our
activities, interpret them in real-time, and anticipate future activities and behaviour.
Actuators allow making changes to the environment, its physical appearance and its
interaction and display facilities, including augmented and virtual reality display and
interaction possibilities. The problem that will highly probably occur and possibly
block replication of achieved sustainable solutions may rice from the actually existing
legislation. As a typical example the problem of “privacy” might be indicated - privacy
as the ability of an individual or group to seclude themselves. The boundaries and
content of what is considered private differ among cultures and individuals, but share
common themes. At the moment there are many across Europe, concerning the ways of
how and where to allow collection of personal data, what are concepts of appropriate
use, storage and protection of personal information. Thus the domain of privacy par-
tially overlaps security.

Social Dimension: The worst thing to happen in the future is to prefer a different kind
of profit (financial, personal…) of involved parties to social dimension. Reality of this
threat can be seen even nowadays – one could find examples of activities where money
profit prevails over humanity. The new solution may not disqualify, handicap or
eliminate any selected group of citizens (disabled, elderly, children, etc.). For example
the neighbourhood public open space is recognised as particularly important for older
people in terms of its potential role in providing opportunities for physical activity,
social contact and contact with nature. Opportunities of what could be involved in
relation to social dimension of human life are practically unlimited. Being able to
control a physical environment and the way its inhabitants can interact with it designers
of smart (urban) environments can even create humorous situations or provide the
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environment with the possibility to create humorous situations or to create potentially
humorous situations that can be exploited by their human inhabitants [9]. What is more,
the city is a unique location for play: its vibrancy, diverse material environments and
intense social interactions provide a great basis for the creativity and challenges of
playing. The goals and challenges could then be as follows: to achieve real impact on
citizen’s lives, to promote social cohesion in urban area, to provide support to local
projects and partnerships and promote networks from local base, to reconcile the vision
of decision-makers with the ideas and visions of citizens and make decision makers
learn from the people they are deciding for.

3 Conclusions

The paper has been written with the motivation to frame the program of 3 sessions on
the 1st day of the conference. The paragraph 1 and the introductory part of paragraph 2
summarize state-of-art based on publicly available official sources and research results.
The rest of structured parts of the paragraph 2 contains discussion on selected problems
(challenges together with threats) and reflects subjective meanings of the authors. As
such it has a potential to generate discussions and information exchange.
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Abstract. The accelerated trend towards globalisation, facilitated by the
expansion of the European Union in the Slovak context has led to a rapid influx
of foreign direct investment into the country. In particular, numerous automotive
manufacturers have relocated to Slovakia in order to capitalise upon a lower cost
base and the advanced infrastructure. Despite achieving lowering manufacturing
costs, the overarching requirement for automotive manufacturers remains the
need to innovate in order to create enhanced product value. One key driver of
innovation in the automotive sector is to foster collaboration with members
throughout the complex supply chain thus enhancing innovation at every stage.
This process however requires close cooperation both vertically and horizontally
and therefore clear practices and processes are necessary to ensure facilitation of
inter-organisational and multicultural collaboration. The focus of this paper is to
study the impact of multicultural collaboration and to propose a framework for
enhanced working practices.

Keywords: Multicultural knowledge management � Collaborative working �
Innovation � Slovakia � Automotive

1 Introduction

The automotive sector in the Slovak Republic represents one of the most important
industrial sectors for inflows of FDI during the past 20 years. This influx is predom-
inately due to the relocation of numerous automotive manufacturers and suppliers
seeking to gain competitive advantage. Furthermore, manufacturers are increasingly
identifying innovative techniques in order to gain increased competitive advantage.

One area of innovation, illustrated by the rapid influx of foreign investment in
Slovakia is the requirement to understand and manage cultural knowledge and to work
collaboratively throughout a multicultural supply chain. Several authors in the field of
Knowledge Management (KM) emphasis that the innovation paradigm is now moving
beyond the search for “Competitive Advantage” to a new world order described as
“Collaborative Advantage” [1]. Collaborative advantage emphasises the need for
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collaborative working practices which enable organisations to work together in order to
combine their key skills and attributes. Collaborative advantage presents a unique
opportunity for industrial enterprises in Slovakia however a prerequisite is firstly the
need to develop a clear understanding of the impact of culture internally on a national
and organisational level and externally on a collaborative team level.

Within this research paper the authors will firstly explore the existing innovation
landscape within the Slovak automotive sector and determine the importance of col-
laborative innovation. The research findings focus on results from a research study
conducted amongst 169 Slovak industrial enterprises and a case study analysis of the
West Slovakia Automotive Cluster Innovation Network. The findings support the pro-
posed application of a new model which provides a framework for the facilitation of
collaborative innovation practices within the Slovak automotive industry.

2 Culture as a Knowledge Driver for Facilitating
Collaborative Innovation

Several authors have developed models to classify national and organisational cultural
knowledge such as those proposed by Hofstede [2, 3] and Trompenaars [4]. A valuable
framework in the context of this study is the framework proposed by Nonaka and
Takeuchi [5] which conceptualises the process of knowledge transition through the
proposed “Spiral of Knowledge Creation” (SECI model) and explains knowledge
creation in innovating companies. The model (shown in Fig. 2) is comprised of four
modes of knowledge conversion:

1. Tacit knowledge to tacit knowledge transfer (Socialisation)
2. Tacit knowledge to explicit knowledge conversion and transfer (Externalisation)
3. Explicit knowledge to explicit knowledge transfer (Combination)
4. Explicit knowledge to tacit knowledge transfer and conversion (Internalisation)

The model depicts the process as four phases with knowledge transcending through each
stage. For tacit knowledge to transfer to explicit knowledge, firstly the process of “soci-
alisation” must take place whereby tacit knowledge it shared between individuals. The
second phase is the process of “externalisation”, whereby tacit knowledge is translated
into forms which can be understood by others. The following two stages are “combina-
tion”, whereby explicit knowledge is analysed and interpreted to a deeper extent and
lastly, “Internalisation” whereby explicit knowledge is explained in clear tacit terms.

Within this research the impact of both national and organisational culture
dimensions proposed by Hofstede [2] will be included as part of a holistic framework
in order to illustrate the impact of the dimensions upon collaborative team working.

The interaction between national and organisational culture is summarised by
Pauleen [6] (Fig. 1) who illustrates that the impact of culture is closely aligning with
organisational knowledge. The model illustrates that organisational knowledge ema-
nates from a combination of national culture influences, which subsequently feeds into
the organisational culture and then forms part of the knowledge sharing behaviour of
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individuals. The organisational culture and knowledge sharing behaviour subsequently
combine to create organisational knowledge management.

In order to capture the knowledge of a culture within an organisation, it is essential
to facilitate the transition of tacit knowledge into explicit knowledge. Therefore both
the SECI framework developed by Nonaka and Takeuchi [5] and the framework
proposed by Pauleen [6] provide valuable tools to develop a deeper understanding of
the capture and the transfer of cultural knowledge.

3 Research Methodology

The research methodology adopted utilises two different approaches, firstly to con-
textualise the significance of the research and secondly to assess the impact of culture
upon the collaborative innovation process within the Slovak automotive industry. The
first method used was an online-administered quantitative survey. The objective was to
gain a deeper understanding of multicultural working practices in Slovakia. 169
responses were collected from managers across a wide range of industrial enterprises.
This was followed by a case study analysis of the West Slovakia Automotive Cluster
Innovation Network, comprised of 5 depth interviews with individuals in the organi-
sation. The objective of the analysis was to categorise collaborative team working
activities within the spiral of knowledge creation [5].

The questionnaire was administered across a wide selection of Slovak industrial
enterprises. The largest single group, 37 responses (25.3 %) was from, “Engineering”
enterprises and the second largest group, 28 responses (19.2 %) was from the auto-
motive industry. This correlates with the extent to which automotive enterprises are
represented within for the Slovak economy.

4 Research Findings

The questionnaire research findings report that from the 169 responses, 65.97 % of the
respondents work for an enterprise which has a subsidiary or head office abroad. This
illustrates the significant impact of culture within Slovak enterprises and the necessity
for managers to cooperate with other cultures in their own organisation. The findings

National 
Culture

Organisational Culture 
Including effects of 

leadership/management

Knowledge Sharing 
Behaviour by 
Individuals

Organisational 
KM

Fig. 1. National culture, organisational culture and knowledge management [6]
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indicate that Slovak enterprises must adopt multicultural understanding in order to
collaborate and cooperate effectively with internal departments abroad and external
partners and suppliers. The findings also conclude that there is a low level of multi-
cultural diversity within Slovak industrial enterprises. The results show that 44.6 % of
respondents work in a “monoculture” organisation without any foreign individuals. The
second largest category is “low multiculturality” (1 %–10 % of foreign workers) which
represents the type of organisation in which 43.2 % of respondents work. These
findings highlight that whilst Slovak managers are required to collaborate interna-
tionally to develop innovative practices, a comparable level of multiculturalism is not
evident within their daily practices. As a result, management may often lack the
multicultural competencies and understanding to operative effectively within multi-
cultural collaborative teams.

The research findings also show that English is the most commonly spoken official
foreign language in Slovak enterprises, with 50 % of respondents working in English
speaking enterprises. This is followed by German, which is an official language within
organisations of 17.6 % respondents. From the overall sample, respondents indicated
that 13 official languages were used within Slovak enterprises. These findings illustrate
that whilst the workforce in many cases is not diverse there is predominately a
requirement to communicate with foreign customers or colleagues in a head office
abroad.

5 Case Study Analysis: West Slovakia Automotive Cluster
Innovation Network

The second stage of the research was to analyse the West Slovakia Automotive Cluster
Innovation Network to determine and classify the activities which promote collabo-
rative team working. Following a series of depth interviews with individuals in the
organisation, the key activities were classified based upon which aspect of the SECI
model (Fig. 2) they most closely relate to.

It is evident from the classification utilising the SECI model that the practices
adopted by the West Slovakia Automotive Cluster Innovation network assist with
facilitating the externalisation of tacit knowledge through the creation of an active
dialogue between supply chain members. The second stage is the combination phase,
whereby explicit knowledge transfer is facilitated through the creation of the supplier
database and clear procedures for knowledge sharing. The third stage of knowledge
creation reflects the internalisation process whereby investment is made in training and
R&D to ensure that all individuals undergo training to develop the tacit skills for
effective team working. The fourth stage is the socialisation phase whereby individuals
utilise their newly acquired tacit skills to share knowledge and work effectively
together. This can take the form of effective team working with an open dialogue and
the ability to work together collectively and share investment relating to infrastructure,
marketing and recruitment. To achieve effective team working it is necessary for
knowledge to transcend through all four stages [5] ensuring that individuals possess the
skills to collaborate effectively.
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6 Proposed Framework and Requirements
for Future Research

It is evident from the research findings that collaborative working is critical to success
of organisations in order to gain competitive advantage. To provide a methodology for
facilitating collaborative team working the authors propose a framework (Fig. 3)
summarising the team working process based on existing literature.

The first phase of the model is comprised of Hofstede’s [2] cultural dimensions. To
emphasise national and organisational culture simultaneously, Hofstede’s national
culture dimensions and organisational culture dimensions are utilised. The second

Collective open diagolgue 
between all network members 
Collective investment in 
infrastructure, marketing  
and recruitment 

Investment to train  
And develop  
employees at all levels 
Links between industry  
and education to enhance  
R & D innovation transfer

Creation of formulised 
procedures for 
knowledge sharing 
Creation of a supplier 
network database 

Face-to-face meetings 
on a frequent basis 
Setting of clearly 
defined objectives 

tacit  

explicit

explicit  

tacit  

Articulating  
tacit 
knowledge 
through dialog 
and reflection 

Systemising and 
applying explicit 
knowledge and 
information

Sharing  
and creating  

tacit knowledge  
through direct 

experience 

Learning and  
acquiring new  

tacit knowledge  
in practice 

Fig. 2. Application of the SECI model for the West Slovakia Automotive Cluster Innovation
Network. Author elaboration based on [5]
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Fig. 3. Directional hypotheses model for collaborative working. author own work based on [2, 7, 8]
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phase refers to the proposed attributes for collaborative teams, separated into individual
and team attributes. The attributes were determined based upon existing models pro-
posed by Lewis [7] and Skyrme [8]. The final phase of the process identifies that
mutual benefits must exist for successful collaborative team working, which are divided
into individual and team factors.

7 Conclusions

In the context of the Slovak automotive industry the research findings indicate that
Slovak industrial enterprises employ few foreign workers, however it is evident from
the findings that many organisations work multiculturally through cooperation with
subsidiaries or head offices abroad and cross-national collaboration. As a result it is
necessary for Slovak managers and employees to develop an understanding of culture
and the impact upon multicultural team working. The need to collaborate both verti-
cally and horizontally throughout the supply chain greatly increases the requirement for
intercultural team working as organisations operate globally.

It is evident from the West Slovakia Automotive Cluster Innovation Network case
study that a clear strategy was necessary to ensure knowledge was shared effectively.
Without the implementation of such processes, the ability to collaborate across the
multicultural diverse supply chain would present limited opportunities for innovation.
It can be concluded that both national culture and organisational culture should be
viewed as drivers of collaborative team work because they specifically define the
characteristics, values, attributes, skills and competence of each individual team
member. The next stage of the research is to conduct a quantitative survey of collab-
orative team members within the Slovak automotive industry in order to determine
which attributes impact upon the collaborative innovation process.
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Abstract. The duty of every person is to maintain such a world as we know it
today. To fulfill this obligation, each of us should strive to ensure that together
we are able to evaluate different types of waste, and thus again “transform” them
into something useful. One of the types of everyday waste which people should
deal with is the constantly increasing volume of waste created by old cars.
Because of this, we have decided to focus on the following issue in order to
point out the fact that if we process waste at substantially lower costs, we can
maintain the current ecology. The administrative decisions we will try to build
on current information legislation, technology processing or directly from the
processor to waste. We will evaluate the collection points and authorized re-
cyclers of old cars. This work was supported by project VEGA 1/1056/12.

Keywords: Reverse logistics � Decisions � Old car � Environment � Waste

1 Introduction

In the present time it should be the duty of every person to conserve nature and in fact
the whole world in the state we find it in today – and not to damage, devastate and
destroy it. Although this topic is drawing ever more attention, in many production and
non-production enterprises and in households this issue is still being neglected or
underestimated. In manufacturing companies return (reverse) logistics and recycling
should deal with these problems. Despite the fact that reverse logistics was formulated
back in the 1990 s, the attention being paid to it is insufficient, or interpreted in different
ways. In the literature too there exist two streams: American authors perceive exclu-
sively goods which are returned from stores in the form of unsold products or returns,
while German authors who have carried out detailed analyses of the possibilities of
recycling industrial and communal waste, have another view on reverse logistics. This
relates principally to growing ecological demands and not just that from pressure
groups, but also to proposed legislation in this area. In the present period, reverse
logistics has come to be oriented not only on returned goods but also on the possi-
bilities for adopting legislation in the form of manufacturing products which are made
from recyclable materials. As has been mentioned previously, this should be a priority
for each of us. We should be trying to achieve valuations of different types of waste, in
other words to ‘remake’ them into something useful. One of these types of waste which
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people should closely examine is discarded vehicles, whose volume is continually on
the upturn. Through this theme, we will try to point to the fact that if we can process
waste at lower costs, we can manage to maintain contemporary ecological levels. In
making decisions, managers should start from existing information on legislation,
processing technologies, and this right at the creators of such waste. In the following
text we will evaluate collection points and authorized old car dealers.

2 Parameters and Methods of Evaluating
Distribution Chains

Contemporary collection center have their places in distribution channels. Their task is
pivotal in the storing of used automobiles. We will evaluate one firm which admin-
isters 28 collection centers, and will look at it on the basis of the following selected
three parameters. This will help us gain an overall picture of its successfulness. The
parameters are as follows:

• Number of vehicles purchased per year – this is a positive parameter, which tells us
about the maximum capacity of the distribution channel. It is essentially a summary
evaluation number which characterizes how many used vehicles are taken into the
collection center per year.

• Distance to a collection center – this is a negative parameter, since an increase in
the number of kilometers from a processing center reduces the financial ‘benefit,’
since it is necessary to transport a car from a further distance. This parameter
naturally increases costs since the shipping of a discarded vehicle includes expenses
such as tolls, petrol costs and the time a driver spends delivering the vehicle.

• Number of pick-ups – in this parameter, one pick-up represents one necessary stop
by the haulage truck to ‘collect’ an old car. With an increased number of purchased
vehicles, the number of pick-ups also directly increases proportionally.

2.1 Graph Method

In the following Fig. 1 we perform a comparison of centers in the three parameters
listed above. It is necessary to mention however that the height of the columns do not
correspond mutually among each other for each collection center, but only in the given
category with other collection centers (according to color).

From this it can be seen that although some collection centers have roughly as far a
distance as the others, the number of automobiles purchased can be essentially dif-
ferent. From the graph it can be seen which centers are most successful in terms of
vehicles purchased per year.

On the contrary, in relation to the distance from the collection center it is evident
which centers are not positive. But this graph method does not provide specific quan-
tifiable results, and so we consider it only as provisional. Its advantage however is that it
allows a very clear graphic comparison and is sufficient for ‘basic decision-making’.
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2.2 Point Method

Another means or method to express the relationship, evaluating the individual centers
by points according to a coefficient of costing, is described below.

We can define the coefficient of costing as a coefficient expressing how many dis-
carded vehicles were stored at collection centers per given year per shipment. It is clear
that if this number is low, the given center did not manage to collect a sufficient number of
old cars and so the haulage trucks after pick-ups, travel half-empty or insufficiently loaded.
We calculate this coefficient according to a formula drawn up by us:

kn ¼ POVx

PZVx
ð1Þ

With the individual parameters having the following meaning:

POVx – number of vehicles purchased per given year ‘x’ (for the specific collection
center)

PZVx – number of pick-ups per given year ‘x’ (for the specific collection center).

This means therefore that this coefficient expresses numerically how many old auto-
mobiles are hauled away on average by a haulage truck per load. It is understandable that
if the value of this coefficient is for example ‘1’, it would mean that the truck leaves the
collection center after leaving one old vehicle. The higher the coefficient, the more is the
center attractive from the viewpoint of lower expenses per pick-up.

In Fig. 2 can be seen, the color differentiated values which indicate how many
vehicles per individual center were picked up per trip. We can consider the red values
as negative numbers since the haulage trucks carrying wrecks returned to the collection
centers insufficiently loaded.

Fig. 1. Comparison of collection centers according to the parameters [3]
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2.3 Quantification Method

A third approach to evaluation is the method on the basis of quantifiable parameters
expressed by the formula:

kn2 ¼ ðPOVx�1 þ POVxÞ � kn
S

ð2Þ

Meaning of the individual parameters:

POVx-1 – number of vehicles purchased in the preceding year for the given year x (for a
specific collection center)

POVx - number of vehicles purchased for the given year x (for a specific collection
center)

S – distance to the collection center from the place of processing.

Through this third evaluation we are attempting to express an evaluation of the centers
only for the last two years. At present, the existing collection centers have been in
operation for the last two years, so the statistical selection of the given formula will
have the most accurate values of the considered phenomenon precisely in these two
years. Their existence in the period prior to the past two years need not be relevant.
This evaluation can be considered as the most important, since the future prediction of
the successfulness of the centers is of main interest to us, and this is preferably derived
from the most up-to-date data. As with the preceding indicators, a higher final value is
characteristic of greater success. The resulting values - data do not describe the specific
properties of the collection center, but only a ‘point’ evaluation of a given collection
center. However, such information is always of interest to us.

Fig. 2. Expanded costing coefficient
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3 Conclusion

Wemust include the following facts into the total evaluation of the collection centers. The
firm also has collection centers on land that does not belong to it, and so these premises are
under rental contracts. The above-mentioned evaluation of the collection centers can help
us decide which specific collection centers are prospering and which are not.

From the investigated facts it follows that the issue of handling used vehicles
contains in itself many obstacles which the companies must deal with daily in order to
be successful in their business activities. Some ideas could form the basis for bringing
in changes, combining or closing down certain collection centers in light of the set
parameters, costs and other characteristics (distance, number of purchased vehicles,
cooperation with the processing centers on the basis of the number of pick-ups per
year) for unsuccessful (loss-making) places. It could be said that transportation and the
expenses connected with the recovery of old vehicles are a relatively significant parts of
the activity of waste recycling itself. That is precisely why it has great importance to
deal further with this theme and to continually seek solutions for decreasing the
amounts of waste.
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Abstract. The paper is focused on managerial tool - benchmarking, explains its
basic mission as the process of comparing one’s business processes and per-
formance metrics to industry bests or best practices from other industries.
Dimensions typically measured are quality, time and cost. In the process of best
practice benchmarking, management identifies the best firms in their industry, or
in another industry where similar processes exist, and compares the results and
processes of those studied to one’s own results and processes. In this way, they
learn how well the targets perform and, more importantly, the business pro-
cesses that explain why these firms are successful. Article defines assess per-
formance indicators of production processes in relation to attractiveness
industry, their meaning and mission. The practical part is focused on the eval-
uation of selected indicators of sectoral environment in manufacturing in sub-
classifications of object manufacturing activities called Manufacture of other
machine. This work was supported by project VEGA 1/1056/12.

Keywords: Business � Rating attractiveness of sectoral environment �
Benchmarking � Performance indicators of production processes

1 Introduction

In today’s dynamic business world companies has a very difficult position. Market calls
for maximum performance, optimal adaptation, as well as prospective prospects.
Company’s performance is becoming a very hot topic today. If companies want to
achieve top position and maintain a competitive advantage, they need to set such
control system that can ensure controlled use of their resources towards achieving the
vision.

In the opening of business is one of the basic strategic decisions the decision of
business sphere - in selected sectors of business. About business in Slovakia has been
written many considerations, but as is the practice, which industry is successful - or
less, and possibly which industry is worth to join with the intention of business plan?
These considerations are supported by calculation of indicators attractiveness of
industry mainly to highlight the profitability and overall profitability either deposited
funds and other assets. Of course when deciding about joining the business play a role
other attributes as the opportunity - or the ability to have the know-how and be
competitive in this industry.
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The predisposition to business sectors closely related to the mobility and concen-
tration of business in areas with developed infrastructure. This creates the potential
pressure on the area of development, mostly concentrated with relation to one place in
the developed city. Urban transport plays a key role in the creation of maintainable
European cities. The key to improvement is coordinated and targeted planning, say
European experts in the field of mobility. It is important that cities create long-term
objectives of their transport systems.

2 Benchmarking Performance Indicators
of Production Processes

Competitiveness is the core of the success or failure of a business. Competition is one
of the key indicators of performance. As reported by H. Sedláčková, “competition has
gained global nature, competitive rivalry has higher intensity.” Reference [4] In view of
the constantly changing business environment conditions a new concept of competition
also requires new approaches.

To ensure the quality of all business processes is necessary to apply a range of
appropriate methods and tools. Some methods are applicable to the identification and
transformation of customer requirements, other to the quality of newly developed
products, a large range of methods are formed by methods for securing and managing
implementation processes and so on. In general, each process in the company may use
a variety of methods, tools and techniques of quality. Quality methods widely used
existing methods and tools used in other management disciplines. To ensure the
continuous analysis of the sectoral environment in the competitive environment, it is
appropriate to use the method of quality – benchmarking.

Benchmarking is one of the analytic-synthetic methods of quality management. The
concept of benchmarking is derived from the English word benchmark which in
translation means levelling brand to which the measurements relate. Usually the term is
used in geodesy. In the literature we can meet with multiple definitions of bench-
marking, which we approaching it from different perspectives. The basic principle of
benchmarking aptly characterizes the definition: „Benchmarking is a systematic and
continuous process of comparison and measurement products, services, processes and
methods of organizations with those who have been recognized as suitable for this
measurement (Model competitors) in order to define targets to improve its own
activities.

Based on the above definitions, we can say that benchmarking is a continuous
process, which emphasizes the need to integrate the observed results and findings.
Basis Value of benchmarking is that it is the evaluation comparison which aims at
enhancement. Evaluation is the backbone of competitive benchmarking, which must
include:

• knowledge of the quality level of the object,
• solution to improve the quality of the object.

In our case it is not a common benchmarking of the performance of one organization
with others in the industry. This method was used in evaluating of the attractiveness of
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a sector by use benchmarking of the performance of manufacturing processes repre-
sented by existing businesses subjects. Overall, we were interested in the nature of the
manufacturing sector due to their overall share of the added value. As can be seen from
the table, the most appropriate sector of economic activity from this perspective
appears Manufacturing sector, the indicators are specified in detail in engineering
production - production area of other machines.

Regional gross value added by economic activities [5]
Mill EUR, at current prices
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2007 55387 16592 12802 4 682 12220 2291 1953 3317 3666 6862
2008 60638 17462 13602 6 070 13599 2447 2000 3635 4300 7311
2009 57075 14005 10174 5 654 12570 2721 2195 3761 4342 8089
2010 59916 15991 12561 5 418 13109 2728 2130 3919 4551 8482
2011 62396 16979 13435 5 576 13301 2804 2409 4202 4569 8351

It follows that benchmarking is a tool for improving internal processes and is an
active part of quality management.

As can be seen from the table above, the choice of indicators is broad, it is logical
that in practice, the used indicators are a combination of universal and special char-
acteristics. To select the most appropriate indicators must be met not condition of their
abundance, but the quality and relevance ability of indicators. Literature recommends
the following procedure:

1. Precisely define the process or product which performance properties would we
monitor and measure.

2. Brainstorming applied for the selection of performance measuring indicators.
3. Selection of the most appropriate indicators (maximum information value ability

about the performance, without increasing amount of work on their application).
4. Proposal of mathematical relations for the calculation of indicators and their

interdependencies.
5. Determining the sources of information inputs.

For comparison, we have defined processes that characterize the performance of the
sector, particularly earnings, revenue, size of capital, the total amount of assets. In
selecting these attributes we watched availability of resources that are generally available
from the accounts and the obligation to publish the results in individual subjects. For
practical evaluation of selected environmental indicators of sectoral industrial production
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through benchmarking methods we selected indicators of production processes, the
evaluation of which we used accounts for 2011 and selected 543 subjects whose main or
predominant activity is focused on retaliation Manufacture of other machine. From 543
selected entities we acquire information from the financial statements. We evaluated the
profit and loss account and balance sheet accounts cover a period of 2011. Results were
obtained from the web site or directly from the company’s rating.

Overall we valorize 543 of the subject from total of 13.090 subjects in the man-
ufacturing sector, which is 3.3% of the total. Unfortunately the results for individual
SK NACE and thus sector of Manufacture of other parts of mechanical engineering is
not included in the statistics. We therefore based on analysis publications Middle
financial indicators in Slovakia in 2011 where for this sector recorded 570 subjects
together, so our selection sample represents 95%, which is relevant sample for the
interpretation of compared benchmarking.

Results indicators were compared with the values for the total manufacturing
sector, disclosed in Middle values of the financial indicators of economic activities in
Slovakia in 2011 as representative industry. Purpose was drawn to the specifics of
mechanical engineering, and especially in its overall attractiveness or using market
interest and business opportunities throughout whole manufacturing.

Between selected indicators were included mainly profitability indicators that
characterize the recovery of capital invested in the business, respectively the effec-
tiveness of the company. To assess the company’s capital expressed usable profit after
tax is a together Variable return on equity. To express the overall efficiency of the
overall capital regardless of the source measured pre-tax profits is a Variable return on
assets. Assess the effectiveness of the transformation process unladen other influ-
enceable factors represents indicator operational profitability of sales - as a measure of
operating income in euro sales. Ability to form higher value production of their per-
formance against the purchased inputs forms indicator Share of value added in sales.
To express the overall effectiveness of the company expressed as a measure of earnings
before taxes, interest expense and depreciation sheltered proceeds indicator expresses
the Share of EBITDA in sales.

Selected indicators were compared with the average for the manufacturing sector.
Calculated indicators say on the performance of sectoral environment. Calculated
results are expressed in the following table:

Indicator Average indicator industry of
Manufacture of other machine

Average indicator industry of
manufacturing [6]

Return on equity 6,28 1,69
Return on assets 3,12 0,55
Operating return
on sales

3,20 1,57

Share of value
added in sales

26,99 20,46

EBITDA share in
sales

9,56 4,58

Source: own calculations, [6]
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Indicator Return on equity talks about the return on the own resources invested into
the business in the conversion of net profit. On average the result is 6.28% which is
4.59% higher than the profitability throughout industrial production. In comparison
with other possible alternative business - eg. use of funds for such investment ag.
deposits to term deposits or purchase of securities, we can characterize the result as
satisfactory given the current interest rate yield in fixing five years ranging from 2.5%
to 3%. This implies the result in favour of the business where the percentage recovery
is on average 3% higher than the non-business activities. The average value of return
on equity for the business is a total of 0.16%, among the most profitable industry
belongs the rated industry.

Return on assets indicator tells the evaluation of the general assets contributed to
the company, regardless of its origin or source of coverage. From this perspective
represents recovery of funds invested in the business, as well as evaluating the overall
economic activity of the company. Compared to the average for the sector is the result
of 2.57% higher. Also in this sense we can say that the overall attractiveness of the
sector of mechanical engineering: Manufacture of other machine is attractive from the
perspective of business.

Operating return on sales indicator shows the profitability of the main business of
the company, therefore how much effect company can produce 1 € sales, the evaluation
result is an average indicator of industry Manufacture of other machinery operating
profit of € 0.32 per euro of revenue, compared with average indicator in manufacturing
by 50% higher. Height 32% of the profit per one euro in sales compared with the
previous analysis is supported argument attraction to business in that sector.

Indicator of added value share in sales is the ability of company to establish a value
on purchased inputs precisely this figure is a significant indicator of GDP in developing
and determining the significance of countries in the creation of value. This figure thus
says how much added effect is created by the euro from sales, the calculation of the
indicator is 26.99%. This figure is among the highest in all production areas and
suggests an attractive environment. The aim is to promote the interest of the state GDP
growth and thus the sector where the added value of most forms. This indicator talks
about the future of the industry in favour of his support.

Indicator Share of EBITDA in sales as a measure of profit before tax, interest and
depreciation cost in euro of sales, talks about the effectiveness of profit, but also the
ability to cover the payment ability of the company and the costs resulting from
depreciation. This indicator is compared to the average indicator in manufacturing
increased by 50% and also talks about paying ability to meet interest and amortization
of fixed costs. Calculated indicator considering the average values of individual sectors
is satisfactory and argues in favour of the company in the reporting sector.

3 Conclusion

How is it then with the attractiveness of engineering production, output may be referred
to the analyzed indicators characterize the attractiveness of the environment? In
defining the attractiveness of the environment come from other factors, mainly from the
growth potential of the sector, industry prospects, stability and variability of
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competitive forces, uncertainty or risk of future development of the sector. The given
data are strong explanatory power of earnings and profitability, which when consid-
ering entering into a business has an important role.

When assessing the attractiveness of the environment are routines and methods,
however, the emphasis on the use of modern approaches to the management of the
company across all management structures as a condition for a well-functioning
companies and asset that gives the assumptions for the future of continuous ongoing
development and improvement of all management and executive activities of the
company. Among the most effective methods (although in the current business practice
in Slovakia implemented a few) seems to be the method of benchmarking. Provides
models towards excellence. Its role is to set goals so that the organization could start
improving a realistic picture of improvement and to understand the changes that are
necessary for improving not only on internal evaluations, but also in the context of
societal conditions in which it carries out business.
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Abstract. Advances in technology have expanded the methods by which users
interact with computer-based systems beyond the screen and into physical space.
To design these types of innovative interfaces, new design techniques and
practices will be needed to understand how users perceive and interact with such
multimodal environments. One area where we can look for such novel
approaches is the field of interactive media art and design. An interactive art
installation called Art Machine: MindCatcher was built to allow users to create
audio-visual sentences (artifacts) by moving through a field of sensors that
generate circles and sounds that varied depending upon the amount of time spent
on the sensor. This research experiment has intention to contribute to the field of
collective creativity and participatory design by representing a test-of-concept
regarding the viability of interactive media art and design as a method that
contributes to the repertoire of techniques and practices for engaging partici-
pants in design activities.

Keywords: Collective creativity � Multimodal environments � Activity The-
ory � Human-centered design

1 Introduction

Technology now allows us to create many different types of user interfaces to tech-
nology, and to computer-based systems in particular. Interfaces are no longer con-
strained by the use of a keyboard, mouse, or even a touch screen. It is now possible to
use human movement and gestures as a means of providing commands and interacting
with technology.

Many of the techniques that have been successfully used to facilitate user partici-
pation in the design of systems and interfaces such as storyboards, mock-ups, and game
boards [1], are not directly applicable to the design of interfaces which use gestures,
body movement, location, and other physical characteristics observable by the system
itself as input.

It is proposed that interactive art installations can be created with the intention of
providing users and designers a fun and functional three-dimensional space in which
they to explore a wide variety of physical, visual, and audio stimuli and responses,
subject to constraints which can be manipulated in many different ways. Through
data collection, including observation, of the interactions between user and the
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technological interface as well as between users as co-creators, designers can gain
understanding of the impact of constraints on human involvement, interactive experi-
ence, incentives which can enrich users’ creativity, and cognition, and contribute to
sustainable interactive and interface design practices.

This paper will present a brief background section, a description of a specific art
installation that could be used in such a way, a discussion of the data collected from the
installation, and suggestions for where to go from here.

2 Background

The concept of interactive art, the art which allows viewers to become participants in
the co-creation of the art (artefact) itself, has been implemented in many different ways.
Frank Oppenheimer, the late director of the Exploratorium in San Francisco, was one of
the pioneers who anticipated the necessity of interactive methods of presentation. In
1969 the development of computer-controlled Interactive Art started with American
mathematician Myron Krueger and colleagues in GlowFlow, a visual and auditory
reactive environment triggered by pressure sensors which start choreography of light
and sound. The concepts for designing the interface and the interaction have continued
to develop and become more diverse [2]. While interactive art installations may be
motivated by different intentions, such as moderating perception by allowing the
viewer access to a virtual world by using a handheld virtual eye (Handsight by Agnes
Hegedus) or purposely confusing the visitor with the nature and cause of the images
generated (Silicon Remembers Carbon by Rokeby), many are supported by computer
systems that use feedback from the participants’ actions to change the behaviour of the
system creating the art. In most cases the participant has to perceive the system rules or
constraints as a result of his or her interactions with the installation. Therefore users
could quite passively interact without learning, or could actively experiment with the
reactions of the installation to determine and then use the underlying constraints to
obtain a desired outcome.

We propose that interactive art installations can be used to expand the techniques of
participatory design in such a way that its supports collective creativity directed by a
conceptual framework. Using interactive art as a tool for understanding user interac-
tions with technology allows us to use a language whose components are not only both
visual and verbal [3] but also experiential in the sense that the participant can see and
hear (and potentially feel) the response of the art installation to his or her actions.
Collaborative creation such as that addresses the aesthetic and emotional sides of the
experience, by allowing users to “escape the limitations of existing structures of
meaning and expectation within a given practice” as with the Fictional Inquiry tech-
nique used by [4], and to experiment with new ways of communicating with
technology.

Iversen and Dindler [4] describe the concept of aesthetic as “a profoundly mean-
ingful transformation that provides a refreshed attitude towards the practices of
everyday life, and as a change in our modes of perceiving and acting in the world”. We
support this view which opens possibilities of various aesthetical interventions and
applications of transcendence in Collective Creativity. The use of imaginative artifacts
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may result in better, more creative, collaboration between participants in the process
and eventually to more innovative design by providing a means of exploring those
desires (deeply-felt preferences regarding the interface) that cannot be articulated on a
purely conscious level [5].

Activity Theory has been used as a theoretical foundation in design evaluation and
human-computer problem analysis, which serves as a useful framework for under-
standing MindCatcher in the broader participative design context. In Activity Theory
the unit of analysis is motivated activity directed toward a goal [6]. In the case of
MindCatcher this activity is the movement through the installation, pressing on certain
spots. The activity is mediated by the structure of the MindCatcher installation – the
artefact – and constrained by the rules built into the installation. Other theory frame-
work components that can be studied using MindCatcher are the environment, the
characteristics of the participants (history and culture), and differences in motivations
and the complexity of the interaction.

Activity Theory emphasizes the distinction between internal and external activities.
The interactive art installation MindCatcher tries to capture internal processes such as
perceptions and emotions and express them through external activities represented by
participants’ behavioral changes. The theory also highlights the importance of tool
development for further mediation between internal and external human activities [7].
This opens the experimental space to artistic forms and aesthetically composed envi-
ronments. This is where artistic concepts could contribute to the design process
especially in the sphere of innovative human-centered interactive and interface design.
Further, this should lead to deeper investigation of how people perceive and engage in
the world. Having that in mind, we could say that individual and collaborative expe-
rience vastly depends on respect of people’s choices and lifestyles, personal beliefs and
values. Pervasive technologies and the future vision of ubiquitous computing, foresees
novel scenarios of highly interactive environments in which communication is taking
place between users and devices, between devices and devices, and between users and
other users. Such responsive environments enable automation, interactivity, ubiquity
[8] while meeting user expectations and allowing interaction at almost a subconscious
level [9]. For more than a decade researchers have been working on sustainable con-
cepts for integration of real and virtual space. Followed by technology improvements,
cross-reality ideas and technologies started widely to appear in various projects,
ranging from interactive art installations to industry and commercial based systems.

In order to explore world around us we use all our senses. Numerous studies have
suggested that the greater the number of sensory modalities stimulated at any time, the
richer our experiences will be [10–12]. As a consequence, increasing number of
modalities of sensory input, presented in a virtual environment, can help increase
people’s sense of presence and also increase their memory for objects placed within the
virtual environment [13–15]. The way we interact with such an environment is through
an interface placed between us, and the non-physical, often abstract, world we expe-
rience. What we try to investigate is where and how such a human-centred design can
be utilized in practice, and what can be the outcomes of such collaborative and
communication-oriented multimodal environments. We used aesthetically-based
experiment design in a form of interactive installation as a platform for user partici-
pation in research, as we assumed that such enriched perceptive surrounding could
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provide us with more comprehensive data regarding user emotional reactions, feeling
and behaviours to contribute to better future sustainable interactive environments
design.

3 The MindCatcher Experiment

In the interactive installation Art Machine: Mind Catcher the goal was to investigate
how an interface based on body-movement interaction and sound-visual response could
affect visitors’ perception during interaction, and how it could deliver a rich and varied
multisensory experience. The intention was to explore how this human-computer
interaction could make people feel comfortable to collaborate, express their feelings
and emotions, on which is based every sustainable environmental but also product or
service design.

The installation uses sensory data to output a 3D real-time, open-GL-based ren-
dering of a graphical-based universe. It can be seen on the wall projection situated in
front of the user. Those data are collected through participants’ interaction with floor
interface and are based on offered audio-visual vocabulary which consists of three
colours (red, blue, yellow), three tones (C, G, E), three sized circles, and a touch
sensitive space for creative dialogue between artwork as a paradigm of complexity
system in a phase of creation and participants as co-creators.

The purpose of using different media and technologies is to increase the perceptual
manipulation of the participants in order to achieve a higher degree of persuasive
experience [16]. The Art Machine: Mind Catcher installation invites visitors to step on
the interactive floor interface and visualize their multisensory experience by pressing
floor switches. Every switch has its colour and its tone which corresponds to created
output and could be modulated depending on pressure duration. This interface allows
users to create audio-visual patterns (composed of circles of varying colors and size
that corresponded to different tones) based on simple rules. At a deeper level, to
provoke emotions and communication in the perceived space we used imaginative
abstract artifacts which we named audio-visual sentences. The sentences are a para-
digm for meaningful communication that can be built and made visible with abstract
signs we call letters. Based on that we can build our creative vocabulary on any sign,
color or form and proclaim it as the letters we are using to build sentences and express
ourselves.

In contemporary design methodology it is crucial to allow participants to create. By
observing the creative process, users’ behavior and analyzing the creative artifact itself,
designers are in a position to fulfill user expectations and meet their needs. In the
MindCatcher installation, the creative activity occurs when participants interact with
the installation to produce the audio-visual sentences that are the creative outcomes.

The interface itself is placed on the floor of the installation. It is a circular
arrangement of pressure-sensitive circles of red, blue, and yellow, with one white circle
in the middle to serve as the “start” indicator. This interface and the area where the
pattern would display are shown in Fig. 1.

After starting the session the participants move around and press the colored circles.
The way audio-visual sentences are generated such as in a form, direction or movement
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depends on rules defined by the author (designer). Having that in mind we were able to
affect users’ collaboration, involvement, cognition and trigger their emotions based on
observed user behavior and thought they shared with interviewers after the sessions.
Based on that the installation evolved through three versions named Essentiality,
Universality and the last one I, Universe. The last version of the installation will not be
part of the research presented in this paper.

In the first version Essentiality, once the first circle is pressed the rest of the circles
generated in the audio-visual display go in the same direction as the participant moved
to press the first one (left, right, up, down, etc.) In order to change the direction of the
“branch”, the participant must make a pause. (Physical inactivity is perceived to
involve mental contemplation.) As a result the created artifact can increase in richness
by showing more complex patterns. Examples of these patterns are shown in Fig. 2.

Fig. 1. The MindCatcher installation

Fig. 2. Simple (left) and more complex (right) patterns produced by MindCatcher participants
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Finally, the finished individual creation is joined to the collective audio-visual art
piece on a daily and global level. This is illustrated in Fig. 3. Collaboration between
users were not in a physical space, it was spread over audio-visual user-generated
virtual space projected on the wall and transferred also into web space, where every-
body could follow the evolution of their collaborative artifact patterns, over the pro-
ject’s website.

In the second version Universality collaboration between users in a physical space
became very important creative factor and as such deeply affected rules upon which the
installation responded on participants’ actions, behavior and interpersonal collabora-
tions. The maximum number of participants hosted by the installation was six, as
shown in Fig. 4.

Fig. 3. Daily (left) and global (right) collective patterns.

Fig. 4. Direct collaboration on the floor interface
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The artifacts they created were different then in the first version of the installation,
as reflection of a new generative rule applied to leverage users’ collaboration and
involvement, provoking different meaning and feelings as incentives to participants’
involvement and creative contributions. Example of the sessions is shown in Fig. 5.

4 Findings

First version of the installation Art Machine: MindCatcher was exposed in the Museum
of Applied Art in Belgrade, Serbia, from 7 to 21 September 2011. A total of 140
interactions were recorded. Every participant was recorded with a video camera and
observed directly by the researchers. Metrics collected about each interactive session
included the time spent in the installation, the number of repeated visits, gender, date of
birth, number of each color, as well as the number of each tone used. In addition, the
pattern of behavior on the floor interface was captured. Errors made by the participants
were also recorded. Errors would include actions such as pressing the central white
circle after the session has started even though it was clear that doing so would not
affect the colorful creation, pressing the colored circles without stepping on the white
circle to begin, or pressing the switches which are selectively disabled during
the duration of the installation even though the participants were told which switches
were disabled.

Second version of the installation Art Machine: Mind Catcher has been exposed at
the Educational Museum in Belgrade. During the period of 12 days 112 sessions were
recorded, with a presence of various numbers of participants in the installation floor
interface, with different interpersonal relationships. Example of mother and daughter
who interacted together on the floor interface is shown in Fig. 6.

Based on personal observations three mayor types of the user behavior were similar
for both versions of the installation:

Type 1: Participants focused only on interaction with the floor interface - they used it as
a musical instrument or a stage for their performance. This user type ignored the audio-
visual artifact they were producing during the session.

Fig. 5. The audio-visual artifacts generated by one or more participants at the same time.
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Type 2: Participants focused only on audio-visual artifact they were producing (by
interacting with the floor interface) during the session and how to control raising visual
complexity. They used floor interface as some kind of a painting tool. For them, sound
generated through interaction with the installation was of a secondary or of none
importance. They concentrated on finding out how to synchronize their body move-
ments with the visual creation they were producing.

Type 3: Participants focused on all aspects of available creative and sensory experi-
ences they were immersing, starting from the physical interaction with the floor
interface through 2D visual creation and finally observing joint of it to the 3D artificial
structure co-created with other users.

Besides these characteristics attached to certain groups of users, what was common for
all participants, there were transfers from the phase of surprise and uncertainty in the
beginning, through phases of cognitive thinking, intuition problem solving and con-
clusions and ending with joy, excitement and satisfaction as they became fully
embodied with the installation space and certain about how to fulfill their task.

In this experiment it was important to explore how the new installation rules,
defined in the Art Machine: Mind Catcher Universality together with the opening of a
new interactive space for physical collaboration, reflect on collective creativity and the
audio-visual sentences, produced by the participants. Based on interviews taken from
the users, the first installation version Essentiality did not achieve expected collabo-
ration due to participants’ lack of understanding regarding:

– the individual contribution to group sessions;
– the group contribution to individual sessions;
– the correlation between generated creative artefacts;
– the possibility to control created collective artefact.

Fig. 6. Mother and daughter in the collective creative session, interacting together on the floor
interface.
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In the second version named Universality, by allowing direct physical interaction and
simplification of the audio-visual respond on collective users’ behavior we delivered
more meaningful collaboration between participants. As a result, the percentage of
repeated visits and continuing the sessions increased dramatically, from 3.7 % to 27 %.
The youngest group of visitors (age 6–10) showed huge interest to repeat their inter-
active sessions, usually one after another, but sometimes even within a period of
several days. Second group of the most active users showed interest to share experience
and collaborate with different people, so they were returning to interact with the
installation. By changing the way creative artifact are generated they became a more
quantitative parameter despite qualitative and quantitative role they had in the first
installation data analyses. The relevant data we used to measure user engagement and
embodiment was the number of produced audio-visual dots and the created artefact size
and complexity.

The mentioned simplifications of the installation functional and conceptual system
helped us also to validate with more clarity the immersion, interaction and information
intensity with only one interaction complexity evaluation parameter. We derived it
from personal observations, answers collected through a questionnaire and measure-
ments of the following metrics:

– number of visits;
– time spent in the installation;
– number of generated audio-visual dots (Fig. 7);
– size of the created audio-visual structure/artefact.

Fig. 7. Graphic of the Art Machine: MindCatcher v2.0 users’ involvement and embodiment
throughout time.
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With the defined metrics and parameters we were also able to evaluate achieved
collaboration between participants in a sense of mutual understanding of the tool they
use to generate the artifacts and physical and virtual synchronization of the interaction
in order to archive desired interactive experience and potential creative results.

5 Conclusions and Future Directions

The results collected from two separate installations: the Art Machine: MindCatcher
Essentiality and its second version Universality, could lead us to the new collective
creativity practices in developing designers tools toward innovations in interactive and
user experience design.

MindCatcher experiment demonstrated that it is possible to use an interactive
computer-based art system to better understand perception, affected emotions and
behavior. The level of involvement directly affects the level of creativity generated by
the environment. Results can be analyzed not only by using statistical data but also by
examining the created artifacts as illustrating the perceptional and emotional states
experienced. Hence, based on the final user-generated forms and meanings we believe
it is possible to derive certain conclusions on usability and new approaches to interface
development particularly in the case of collaborative, creative or educational tools.
MindCatcher combines aesthetics with metrics, and visual language with human
experience and habits.

Based on our experiment we believe that adoption and introduction of human-
computer interaction, through visual, audible and tactile interaction, could be helpful in
user-centered design decision making. Furthermore such investigations could help in
applying possibilities of the meaningful multisensory art experiences raised on human
values in the centre of the process of designing.

Thus, we found the possible applicability of multimodal environments in the sense
of helping businesses provide “smart services”. For contemporary companies, espe-
cially from the fields of communications and information technologies, it is no longer
to offer prompt, good service. Providing “smart services”, based on real-time data about
clients, collected for purpose of effective decision making [17] is a cutting edge source
of competitive advantage. Smart service is based on business intelligence, on aware-
ness of clients’ needs, on connectivity, and feedback from clients and customers.

Future interactive media art and design experiments such as MindCatcher instal-
lations can go further towards achieving a better understanding of the collaborative
creative experience, social communication and its relationship to interaction in human
actions towards better design. As a result we expect to gain a better understanding of
possibilities for new methods and techniques in development approaches for collabo-
rative-multimodal experience design as well as human-centred interactive services and
environments. Other types of interactive art installations could be used to illustrate the
way technology can open up new forms of participation and to foster a basic under-
standing about gesture recognition algorithms and how they can be used or adapted to
an individual’s own needs to contribute to the design of multimodal interfaces, physical
interaction and computational models for audiovisual environments, thus expanding
the field of collaborative creativity and participatory design into new territories.
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Abstract. The paper focuses on situation of strategic management principles
implementation within the SMEs in Czech Republic, Slovakia, Sweden, and
Finland. Data come from a quota sampling research done in May-July 2014
among 1004 SMEs in the above-listed countries. Focusing on the key aspects of
strategic management (setting objectives, their internal communication, coordi-
nation, and performance monitoring) authors found that the level of use of
principal strategic management tools is relatively high–80 % of SMEs do set
goals in the main business areas, 74 % communicates majority of plans with
employees, 84 % pay significant attention to coordination, and 84 % systemat-
ically monitors performance. Results in the particular countries were very sim-
ilar; major difference appeared in the case of Slovakia and Finland in the area of
internal communication, where the chi-square test resulted in the lowest value –
but, still, the value of 0.9941 shows almost complete compliance.

Keywords: Setting objectives � Communication � Coordination � Performance
monitoring � Level of difference � Czech, Slovak, Swedish, and Finnish SMEs

1 Introduction

Small and medium size enterprises (SMEs) represent the backbone of the economies of
all EU countries amounting for 90 % of all registered companies, creating more than
65 % of jobs in the private sector, and over 54 % of the overall value added [1]. Their
sustainable development, competitiveness, and growth are therefore on of the EU’s
economic priorities [2]. Research, though, indicates, that SMEs do have certain
weaknesses, which negatively impact their long-term competitiveness – more specifi-
cally, their managers and/or owners do not manage their firms strategically [3–5]. One
of the key reasons for this is that the SMEs owners and/or managers lack the necessary
knowledge.

International research suggests, that implemented strategic management systems in
SMEs lead to their better financial [6], and overall performance [7–9], and to their
faster growth [10].

These findings have lead the author to participate in a project consortium and
submit a project addressing these issues within the Leonardo da Vinci scheme (the
project was accepted, and is being solved in the period of December 2012 to February
2015, No. CZ/12/LLP-LdV/TOI/134004. This paper uses a part of the results achieved,
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and aims on identifying the real status of strategic management implementation in
Czech Republic, Slovakia, Sweden, and Finland based on the research done on a
representative group of companies by STEM/MARK agency.

2 Objectives and Methods

Objective of the paper is to evaluate the overall situation of strategic management
implementation in SMEs in Czech Republic (Cz), Slovakia (Sk), Sweden (Sw), and
Finland (Fi), and to identify the existence of possible differences among SMEs in the
above-listed countries.

The research was done in a form of CATI,1 based on quota sampling with the
sample sizes shown in Table 1. Micro-entreprises (less than 10 employees) were
excluded from the research.

Research questionnaire consisted of 25 main questions focusing on identification of
the level of implementation of principal tools of strategic management (e.g. setting
objectives, their communication within the organization, performance monitoring etc.).
Respondents answered on five-point scale (definitely yes – definitely no). Due to the
limited extent of the paper, authors selected four areas to be paid attention to, aiming on
reaching the objective of the paper – these include:

– Setting objectives;
– Communication of objectives within the organization;
– Coordination of particular activities;
– Performance monitoring.

These areas are analyzed in terms of semantic differential in the whole set of answers,
and differences among the four countries are examined (using chi-square test).

3 Results and Discussion

One of the key features showing the very basic condition for strategic management
implementation can be seen in setting objectives, which also represented the first
question asked. Overall results are presented in Fig. 1. It is apparent, that 80 % of the

Table 1. Sample sizes in the selected countries

Country Number of SMEs
with 10-249 employees

Sample size

Czech Republic 34 048 311
Slovak Republic 13 707 200
Sweden 29 044 277
Finland 15 005 216

Source: Eurostat, and STEM/MARK

1 Computer-Aided Telephone Interview.
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respondents use objective setting as an obvious component of business management.
Within such a result, it is not surprising, that the differences among the particular
countries are insignificant – chi-square test showed almost no differences comparing the
particular countries (ranging from 0.9965 in case of Sk-Fi to 0.9999 for Fi-Sw). Best
result of this indicator was reached in Finland (84 % of companies setting objectives in
all or most of the areas), lowest percentage was noted in case of Slovakia (76 %).

Another important aspect of strategic management implementation is internal
communication within the company – whether the people actually know the business
plans they should contribute to within their fulfilment. As shown in Fig. 2, the situation
is not so unambiguous, here, as far as only 29 % of respondents fully confirmed the
communication with employees in this respect. On the other hand, at least majority of
the business plans is communicated in 74 % of the cases, which still shows relatively
high level of communication about the business plans. Major differences were found
between Sk and Fi (chi-square test result was 0.9941), but in all other cases the dif-
ferences were very low (the lowest between Fi and Sw, with the chi-square of 0.9999,
again). Best result of this indicator was reached in Slovakia (80 % of respondents
reported communication in at least majority of the areas/employees), lowest percentage
was noted in case of Finland (68 %).

Another examined aspect was internal coordination of particular activities. In this
respect, full coordination was reported by 44 % of SMEs in total, and coordination of at
least majority of activities by 84 % of SMES. In this area, major difference was
identified between the situation of SMEs in Slovakia and Finland, again, where the chi-
square test resulted in the value of 0.9979. Other comparisons, showed similar values
as in previous cases, no difference being noted between Cz and Sw, and Sk and Sw
(chi-square of 1.00). Best result of this indicator was reached in Slovakia (88 % of
companies reported coordination of at least majority of the activities), lowest per-
centage was noted in case of Finland (77 %).

Last examined area within this paper is the performance monitoring, where, again,
the results are very positive with 84 % of companies reported systematic monitoring of
at least majority of the areas. Major difference was noted between Sk and Fi, again,
where the chi-square test reached the value of 0.9953, full compliance being found in
the case of Fi and Sw. Best result of this indicator was reached in Slovakia, again (93 %
of companies monitoring all or majority of performance indicators), lowest percentage
was noted in case of Finland and Sweden (79 %).

Fig. 1. We manage our business by specifying goals related to turnover, profit etc.
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Thus, “major” difference was identified between Slovakia and Finland in the area of
internal communication, where the chi-square test resulted in the lowest value – but,
still, the value of 0.9941 shows almost complete compliance, which is a rather sur-
prising result for the authors.

Lowest variability of the answers was found in the area of performance monitoring
in Slovakia, where the standard deviation reached the value of 0.76 (lowest overall
variability was reached in the setting objectives area – standard deviation of 0.99).
Highest variability, on the other hand, was reached in the case of Slovakia in the area of
setting objectives (1.01), highest overall variability being identified in the area of
internal coordination (0.82).

Major limitation of the research done, represents its basis on the subjective per-
ception of SME representatives, which might not always reflect the reality of business
activities. Therefore it is too soon to make comparisons, at the moment. Authors aim on
continuing with analyzing the acquired data and connect them with economic data on
the companies, as far as majority of them provided also their identification details.

Fig. 2. Our employees know our business plans and their role in their fulfilment

Fig. 3. Particular activities (procurement, production, marketing etc.) clearly contribute to
reaching overall goals

Fig. 4. We systematically monitor development of the key performance indicators
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4 Conclusion

There is no doubt that SMEs require a specific attention in terms of general support,
and specifically support in terms of providing available theoretical tools applicable in
business practice. These tools have to be presented in an understandable form, which
has also been the major focus of the project, within which this paper has been elab-
orated. Results of the project – mainly an on-line scoring and eLearning portal – are
available on www.strategy4smes.cz. This portal also enables authors a continuous data
collection and a good potential for further deepening of the research done.

Even though no major differences have been identified, so far, this finding also
represents an interesting impulse for further investigation.

Acknowledgments. The paper was written within a project No. CZ/12/LLP-LdV/TOI/134004
financed from the support of the European Commission through the National Agency for
European Educational Programmes (NAEP) of the Czech Republic, Leonardo da Vinci Call
“Innovation Transfer 2012”.
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Abstract. In the last decade, the world economy has undergone numerous
transformations and knowledge management, based on the management of
intangible assets, became a factor of differentiation and competitiveness. Lisbon
Strategy [1] and “Leipzig Charter [2] on Sustainable European Cities” both rec-
ognize that cities are “centers of knowledge and sources of growth and innovation”.
Developing intelligent and innovative solutions, using responsible and sustainable
resources, many cities are implementing strategies for transforming themselves into
a “knowledge city”, but the results still have little significance, particularly because
it is necessary to identify and manage the intangible assets, recognized as intel-
lectual capital. This paper proposes an approach to audit this knowledge using the
same concept of intellectual capital that is applied to companies. According to our
research, auditing the intellectual capital of companies, countries or cities can be
done with the same model, just changing the metrics.

Keywords: Cities � Management � Intellectual capital

1 Introduction

According the UN’s “State of the World’s Cities Report 2012” [3] by the middle of this
century, it is expected that out of every 10 people on the planet, seven will be living in
urban areas. Therefore, we need to modify the concept of city and this Report advo-
cates for a new type of city – the city of the 21st century – that is a ‘good’, people
centered city, one that is capable of integrating the tangible and intangible aspects of
prosperity in the process of eliminating the inefficient, unsustainable forms and func-
tionalities of the city of the previous century.

The rise of the knowledge society, where the principal asset is the intangible
knowledge, has originated significant changes in cities. Some cities have been working
on strategies of city branding. For example, by reducing greenhouse gas emissions by
50 % within 2030, Oslo wants to be recognized as the “green city”; by increasing its
potential of knowledge, Barcelona wants to be recognized as the “city of knowledge”;
by improving the design, development and perception of the capital, Vienna wants to
be recognized as “the leading smart city”; by considering the gastronomy of excellence,
the entertainment and the places to discover, Lisbon wants to be recognized as the
“most cool city”.

There are also several studies that attempt to measure the development of the cities,
relating it to the investment and management in intellectual capital, but few of them
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have sufficient objectivity and credibility to serve as strategic guidance of the con-
struction of an ideal city or even a city branding.

Based on the literature review and preliminary studies that compare the metrics for
evaluating the intellectual capital of companies with the intellectual capital of the
countries, this paper presents a theoretical model supporting the audit of the man-
agement of intellectual capital of cities.

2 Representative Models and Principles Underlying
the Theory

In the current context there is a large consensus on the importance of intangible assets
as a source of economic competitiveness of firms, cities, regions and countries.

Although the term “intellectual capital” has its origins in a publication of Galbraith
[4], we find the beginning of the movement of intellectual capital management in three
distinct origins: the first, in the works of Itami [5], who studied the effects of invisible
assets in the management of Japanese companies; the second, in the work of several
economists (e.g. Penrose, Rumelt, and others) and finally, the third, in the work of
Karl-Erik Sveiby, in Sweden, whose works gave prominence to intellectual capital.

The author gave a new vision of intellectual capital considering the intangible
assets as the main strategic issue that should be used by the organizations.

Sveiby [6] developed a measurement methodology, “The Intangible Asset Moni-
tor”, by dividing the intangible assets into three groups: individual competence, internal
structure and external structure. To assess the intellectual capital, this methodology is
based on quantitative and qualitative indicators. “The Intangible Asset Monitor” is used
by several companies around the world and offers an overview of intellectual capital.
After Sveiby [6], several authors proposed models and methodologies for assessing the
intellectual capital of organizations.

The further development of these models was found with authors such as
Edvinsson and Malone [7]. Edvinsson and Malone [7] proposed a model, “Skandia
Navigator”, which divides intellectual capital into two categories: human capital and
structural capital. Thus, according to this vision, intellectual capital is the sum of
structural capital and human capital, being this the basic capacity for the creation of
high quality value.

The macroeconomic researches on intellectual capital are more recent. These
researches have emerged in the early 2000s. Researchers and some governments
(particularly the Danish and the Dutch) realized that it was important to know and
measure the intellectual capital of countries, regions or cities.

Academic studies, comparative analyses and macroeconomic rankings have been
conducted, almost always based on the model presented by Edvinsson and Malone [7]
for companies.

If we analyze the intellectual capital models applied to cities or smaller urban units
(e.g. villages), we found that the literature is very similar to the literature of companies
and countries, almost always considering the same concepts.
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Usually, we consider two approaches: the first one, based on the measurement of
intellectual capital of companies as proposed by Edvinsson and Malone [7]; the second
one, based on the macro-level of countries.

There are some approaches to the subject of intellectual capital applied to cities, in
particular: Carrillo [8] studied the knowledge cities, identifying three types of capital
(human capital, meta-capital and instrumental capital).

Viedma [9] proposed a methodology (CICBS - Cities’ Intellectual Capital
Benchmarking System) to measure the intellectual capital of cities, consisting of two
models: a model formed by the vision, resources, skills and indicators, based on
“Skandia Navigator”, and another that identifies the micro-clusters of the city.

Bossi et al. [10] adapted to the cities the methodology of intellectual capital in the
public sector.

To Schiuma et al. [11], city’s competitiveness depends on its innovation capacity.
Authors divided city’s knowledge capital into the four categories: human, relational,
structural and social.

To Cabrita and Cabrita [12], the most important factors influencing cities intel-
lectual capital are the operations of creative industries. They divided the creative
industries resources into four categories: human, institutional, organizational, physical
and social.

Ergazakis and Metaxiotis [13] presented the “KnowCis 2.0 methodology”, a
methodology proposed for the formulation of a Knowledge Cities strategy.

Alfaro, López and Nevado [14] presented the MEICC, a theoretical model to
measure and evaluate the cities intellectual capital.

There are other studies that have ranked the cities, for example, the study by
PricewaterhouseCoopers [15] and the studies and Mercer’s Location Evaluation and
Quality of Living Reports [16]. These studies have rakings of cities based on some
recognized indicators of intellectual capital.

The majority of this methodologies are theoretical and so, they had little impact in
the strategy of cities.

3 Cities Auditing ICM Methodology

3.1 Formulation of Hypothesis

Considering the exploration of the theory we have just held and other studies we
have conducted using Biplots (vide Matos et al. 2014 [17]) where we try to compare the
common aspects between the measurement of intellectual capital of countries and
companies, we put the hypothesis:

H1 - Intellectual Capital, regardless of the object for which it is defined (countries,
regions, cities or firms) is always measured based on the same components.

Aiming to verify this theoretical hypothesis, we analyzed the different methodo-
logical proposals for measuring intellectual capital of cities and concluded that it does
not exist a framework accepted by the scientific community to evaluate the intellectual
capital of the cities, but there is consensus about the main components.
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Therefore, we can say that the main authors are unanimous in considering as
components of intellectual capital: human capital, structural capital and market capital
with the integration of other forms of capital (e.g. social capital).

3.2 Development of the Model

Matos and Lopes [18] proposed a dynamic model – ICM - to audit intellectual capital
in the business context.

Considering that the context of cities could be similar to the context of companies,
we did the adaptation of ICM to the cities and we created the Cities Auditing ICM.

According to our methodology, this model considers that the intellectual capital is a
combination of Human capital, Organizational capital, Processes capital and Market
capital, articulated by Networking capital and Technological capital (Fig. 1).

3.2.1 Human Capital
Human capital represents one of the most important sources of value because it is the
support of the creativity and the innovation of the city, as well as the basis of renewal
of the city.

Cities with aging populations have much difficulty in renewing and developing
competitive performances.

Human capital can be increased and enhanced through the investment in education
and training or, for example, when we take actions that promote entrepreneurship and
innovation or improve the culture of citizens.

Fig. 1. Cities auditing ICM.
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One of the main responsibilities of city governments is the investment in human
capital so that it is valued and can meet the needs of the business world, so it is
important that governors know how to map the knowledge of the city.

For example, if a city wants to attract investors for the development of creative
industries, it has to know first if it has people with the skills needed for these industries
or if it has the ability to attract people with those skills.

Cities need to attract creative talent to live and work in the city but, as in com-
panies, this talent has to be retained and managed. Therefore, governors of cities have
to create conditions so that the city is desirable, attracting and retaining the best talents.

3.2.2 Organizational Capital
Organizational capital allows the sharing of tacit knowledge from individuals and
converts it into explicit knowledge or formalized in the form of specifications, process
descriptions, rules, regulations, among others. When this tacit knowledge of individuals
is shared with the collective, it earns a higher value and is able to become structural
capital.

The effect of leadership is visible and becomes more evident in this indicator. Cities
require leaders capable of managing and coordinate the different leaderships.

The organizational capital includes the political, social and economic systems and
how they are articulated (e.g. the extent to which investment policies are articulated
with the qualification of the population, the extent to which programs of research and
development respond to the needs of businesses in the city, the extent to which public
funds are properly targeted to the needs of the city).

Organizational capital can also include what some authors call “cultural capital”
and “democratic capital”. Cultural capital includes the values of society and the forms
of cultural expression. The democratic capital includes how citizens are encouraged to
participate in society and how the leaders rule the cities, promoting transparency and
dialogue with citizens.

3.2.3 Processes Capital
Processes capital refers to the organizational memory that is the essence of the com-
petitive process.

This type of knowledge covers, among other dimensions, the organizational rou-
tines or the organizational memory of the city. Organizational memory of the city
represents the register of a city, represented by a set of documents and artefacts.
Represents too, the detailed history of the city.

Cities have their own history, which is documented through computerized files or
paper files resulting from routines that are being assimilated and standardized in pro-
cedures manuals.

Access to this information is facilitated through information management, held with
the support of technologies.

This processes capital is very important because it allows the creation of more
structural capital, necessary to develop the city’s reputation and to attract more
investors or more residents.

Processes capital helps the city to develop, improve and maximize its organiza-
tional capital.
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The quality of the infrastructures of the city and the respective quality of life (e.g.
cleaning, environment, social support) depends, therefore, on how the structural capital
is developed and incorporated in the city’s organizational processes.

In processes capital we can also find the stocks of knowledge stored in databases
and how this knowledge is available to serve as a support to decision making in the
management processes of the city.

The processes capital is essential for the construction of standards that command
the operating rules of the city and help to generate trust, based on the predictability of
processes.

The existence of electronic governance systems and the citizens’ access to internet
are examples of this type of capital.

In processes capital we can find too the financial reserves of the city and how the
financial capital is transformed into tangible assets such as buildings, transports, roads,
schools, utilities, hardware, etc.

The processes capital is essential for the differentiation of cities and the creation of
city branding.

3.2.4 Market Capital
Market capital refers to how the city renews and adapts its human and organizational
capital to the demands of the market, producing goods and services that can sustain its
competitiveness and meet the challenges of the economy, society and environment.

For example, when the city of Oslo wants to reduce carbon emissions, what kind of
innovations have to be incorporated in the city management and how it can become a
brand for the city?

The correct use of knowledge management is crucial in interacting with the market
and to build a stable market. There is a continued investment in innovation and
development in order to meet needs previously scheduled.

Thus, this capital includes all the knowledge that the city has in the market,
including indicators to know the size of the target market and potential market, clients’
preferences, the purchasing decision factors and reputation or image of the city.

The analysis of the movements of this should enable indicators to predict the
direction in which the city should follow their strategies for economic growth and
investment attraction.

Innovation, research and development in the city is essential to keep the renewal of
the capital, which is essential to competitiveness.

In this topic, we consider too the social innovation and the relation of not-profit
organizations working in this area.

3.2.5 Networking and Technological Capital
Networking capital comprises both formal and informal social networks, including the
interaction among citizens, city, regional, national and global environment.

Using networks, to share personal and local knowledge, the cities transform tacit
knowledge into explicit knowledge, essential to the creation of wealth.

In the networking capital, we include social capital, which is essential to understand
the development of a city.
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The technological capital is essential to support the services and infrastructures.
This capital is responsible for the interaction between the other types of capital.

3.3 Operationalization of the Model

This theoretical model will be supported by a set of intangible indicators of the
intellectual capital of the cities. The list of these indicators is not definitive and static.
The system should permit the installation of new data sources and the integration of
these new sources in the current system configuration - without having to reprogram
the entire system.

The model will allow the creation of intellectual capital indicators indices of the
cities.

These indices will be based on statistical indicators of each city. These indicators
should follow the research base of official data bases (e.g. national statistics and Eu-
rostat) and will allow to create maps of positioning of each component of intellectual
capital (e.g. human capital potential of a city or market capital potential of the same
city).

It will be possible to build comparative maps of cities (by region, by country or
even by a global region, such as the European Union) or even ratings. These maps can
guide the investment and strategic planning in public policies. From these maps, we
can also create more sustainable strategies for city branding

In Fig. 2, we can verify a proposal of the cities auditing ICM, considering the ideal
city (thick line) and the experimental city - the city of Santarém (one of the district
capitals of Portugal with 61505 inhabitants and 560.2 km2).

Fig. 2. Cities Auditing ICM applied to Santarém, Portugal.
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An analysis of the configuration of the management of intellectual capital in this
city shows that there is a good potential of human capital (about 60 %), some balance
between organizational capital and processes capital (approximately 40 %–50 %), but
quite imbalance in capital market (about 30 %), demonstrating a great difficulty of the
city to attract investments and talents to generate innovation and renew their intellectual
capital.

The network capital and technological capital also have low parameters (approxi-
mately 40 %).

The specification and a detailed description of the indicators underlying the model
would allow us to draw strategic guidelines for the management of the city.

4 Conclusion

The hypothesis is confirmed: Intellectual Capital, regardless of the object for which it is
defined (countries, regions, cities or firms) is always measured based on the same
components.

It is possible to create a model of intellectual capital to the cities based on numerous
studies that already exist at the micro-level and macro-level.

Underlying these components, we always find the enhancement of human
resources, the organization of the different resources, systematization and processes
control, business relations, research and development, renewal of knowledge, etc.

If cities know how to recognize and value the management of these resources, they
can become more prosperous and sustainable.
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Abstract. Reducing the energy consumption is one of the pillars of sustainable
development. In European scale is consumed nearly 40 % of power on operation of
buildings because we spend 90 % of our time inside the buildings. Reducing
energy consumption of buildings can be considered as the basis for innovative
solutions for housing construction and rehabilitation of housing stock in the future
which also generates significant user experience - ensuring a healthy indoor
environment with an optimal design of the building. Paper presents an interesting
solution of energy saving rooftop extensions - SOLTAG concept, which is the
result of collaboration of experts from several countries including Slovakia.

Keywords: rooftop extension � sustainable housing � modular housing

1 Introduction

The latest initiative of the European Commission in the field of environment is to
reduce CO2 emissions, which buildings release. The newly released Directives already
in some European countries contributed to energy savings of 25 to 30 % higher than
previously required. Until the year 2015, the EU’s energy consumption also gradually
decrease. But it also means that housing will need to address issues of major impor-
tance. Statistics show that over the past decades, global energy consumption has been
growing by approx. 2 % annually [1]. For the period by 2030, the reference scenario of
the International Energy Agency projects a marginally slower growth in global energy
consumption by 1.7 % annually. At the same time for the period, the projection expects
1.7 % annual growth in atmospheric CO2 emissions [1]. Per capita consumption of
electricity varies in different countries.

The average electricity consumption in the household sector of the energy market in
Slovakia is 2.5 MWh per year and the average electricity price is approx. 140 EUR/
MWh (excl. VAT). As presented above, the highest average electricity consumption in
the household sector of the energy market is in Cyprus and Slovenia, with an average
of 4.2 MWh and 4.0 MWh per household and year. The price of electricity (without
distribution charges and VAT) is the highest in Malta and Cyprus, approx. 219 EUR/
MWh and 145 EUR/MWh, respectively [2].

The new millennium is marked by new technologies and still more people’s
demands for comfort and quality of living are rising. Every day of an human being is
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extremely valuable and to use it fully, it is necessary to accelerate and simplify the
performance of routine activities by deployment of central management systems such
as lighting, heating and air conditioning, which provide more efficient operation and
reduce energy consumption and optimization, which means SMART Technologies
Simply said, intelligent and smart features provide more functionalities in our houses.

Even greater savings could be achieved, however, the implementation of intelligent
networks of sensors which would bring together smart homes with smart cities which
current research focuses on. Subjects which are being tested are processors, sensors,
and network connectivity built into articles of daily activities which may perform in the
future management the role of technology in building and contributing to optimal
utilization of urban resources. Except of introduction (implementation) of intelligent
home control systems, it is also necessary to take into account the “green living”
(environmentally friendly) and “modular housing”.

Modular housing is focused on the actual needs of people and also on the possible
future development of their living situations with regard to safety, optimum availability
of kindergartens, schools, health facilities, offices as well as the public transport station.
The modular design is based 90 % on the quality of industrially pre-prepared elements.
Its advantage is that the material and facade appearance can be customized, the same
types of windows and doors can be used which helps achieving a high-quality com-
bination of old and new. The modular system can be combined also with a conven-
tional design.

The response to demands of energy-efficiency and in terms of CO2 -neutral housing
of the future has become the SOLTAG project, which is the result of cooperation
between urban planners, architects, experts on energy and daylight, research institutes,
university departments, housing associations and manufacturing companies from
housing sector which are dealing with energy efficiency of buildings. This system is
designed as a solution for adaptation of roof - a flat (module), which can be built up on
existing residential buildings with flat roofs, without the need of connecting it to the
current energy system of the building. Principles of the project can also be used in new
buildings [3].

2 SOLTAG Project – Modern and Sustainable Way
of Housing

Approximately 60 % of investments in the construction sector of Europe are in the
fields of conversion, revitalization, restoration and rehabilitation. Most projects try to
involve important current topics, such as sustainability, material saving, increasing the
supply of housing and enlarging the building itself.

Building the housing units on the roof of existing buildings can meet the criteria of
modern era for housing reconstruction. It enables to extend the housing space in the
building, modernize the facilities, and adapt the housing units to the modern requirements,
and to the segmentation of the housing demand. The construction of the new housing units
does not require the additional space, so it is sustainable from the view of land saving. The
new housing units do not need the new foundations, and thus a large quantity of saved
materials and the amount of diminished construction waste. Related flow of materials is
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reduced. Rooftop extension also enables solving the problem of the flat roofs that are not
very suitable for the climate with frequent precipitation and icy winters. The leaking roofs
then have to be repaired frequently. Sloping roofs on the contrary have the longer lifespan,
can add the additional architectural value to refurbished building and the space under the
sloping roofs is than effectively used for attics [4].

The really high effects from the rooftop extensions can be achieved when sustain-
ability measures, renovation of all building and energy efficiency measures are combined
together with the housing market analysis. Situation in housing market can be the source
of the new opportunities. For instance there may be the demand for the penthouses, high
quality, non-standard elegant houses that may cover more than one floor, and may have
the garden on the roof as well. The roofs of the houses are suitable for the construction of
such housing units, especially if there are nice views from the rooftops on surrounding
areas which are highly valued by many families. Refurbished buildings, together with the
revitalization of the surrounding areas have important positive externalities for the area.
As a result of it, the local market value of the housing units grows and more positive tenant
mix can be achieved, although in some examples the effects of the gentrification may be
expected. Surely enough, the bank which provides the mortgage credits for the clients in
rooftop extensions should benefit from the rising value of the real estate that reduce their
mortgage risk. Comprehensive refurbishment also provides the opportunity to make the
existing housing stocks more enjoyable by for instance with enlarging the balconies or
rearranging the facade. Adding the additional housing units may help also to solve some
of the problems of family life cycle. Older families may need less space for living, because
they already had raised children, however they do not want to move out from their habitual
neighborhood. Therefore if they obtain the possibility to move to the new smaller housing
units, on the rooftop, they may be quite satisfied. Although many high-rise buildings need
renovation, they are often situated in the attractive areas of the town, for instance close to
the centre, or in relatively quiet environment. After their refurbishment, their value can
substantially increase.

The new housing units on the top of the buildings may become the interesting
source of revenue for the owners. From such revenues, the costs of the older refur-
bished part of the building can be partly offset. This moment is especially important for
the social houses, but also for the condominiums. For instance in the Eastern European
countries people often lack the necessary resources to pay the full costs of the building
renovation. Revenues from selling the rooftop extension may become the additional
source of financing such reconstruction, so the financial burden is reduced.

The important initiative in the area of the refurbishment of the panel housing is
SURE-Fit (Sustainable Roof Extension Retrofit) project funded by the European
Commission in the framework of Intelligent Energy program. The project is oriented
on the rooftop extension retrofit for high-rise social housing in Europe. Participants in
the projects are Netherlands, France, Germany, Italy, Slovakia, Czech Republic,
Poland, Sweden and Denmark. The main goals of the project are defined as:

1. Consolidate the existing cutting edge technologies and best practices of roof top
extension retrofit for high-rise social housing and develop process models and
custom-made guidelines for broader implementing the innovative solution in
Europe.
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2. Disseminate the knowledge and promoting the application of the integration of
small-scale RES (renewable energy systems) installations, particularly PV panels,
into the rooftop extension retrofit for high-rise social housing in Europe.

The rooftop extension as defined in the project may help to cope with several problems
of the high-rise buildings. First of all it is the funding of their comprehensive refur-
bishment. Selling the additional housing units on the rooftop enables to create the
additional financial sources that can be used for the refurbishment of the whole mul-
tiple-family houses, making the financial burden for the existing owners lower. The use
of innovative technologies, such as better insulation materials, photovoltaic (PV)
modules etc. enables to produce the energy neutral housing units on the top of existing
houses.

The important moment of the retrofit scheme is intelligent flexible design (IFD) of
the new housing units. Approach of IFD buildings includes:

• a smart, systemized approach of producing and delivering affordable and com-
fortable roof top extensions,

• a reduction of waste production (re-use of existing building structures, possible re-
use of demountable and modular IFD components),

• less maintenance which is required over the building’s lifetime.

The refurbished building may stimulate urban area improvement as a joint effort
between the local authority, housing associations, market parties, and the citizens [5].

The current trend of reducing the energy consumption of buildings is an ideal
solution for low energy concept. Technology of those houses, however, requires stricter
requirements for theoretical preparation of the project - proper selection of building
components and particularly the observance of technological processes and quality of
construction.

The complex project in the use of prefabricated systems (see Figs. 1, 2 and 3) is the
SOLTAG concept. This system uses energy roof, which integrates sunlight with
photovoltaic cells. The basis of the system was to achieve a balance between heat gain,
insulation capacity and air exchange. Thus designed house can be described as “energy
production plant”, which in addition to savings has also pleasing and healthy indoor
environment.

Sample house of this type was able to realize in 2005 by an expert within Demo-
house project research in Denmark. SOLTAG is an example of the future sustainable
housing. It responds to the strict European Union legislation in the field of reducing
CO2 emissions and also reduce overall energy consumption in the construction. The
house is designed as a pair of prefabricated modules that forms the rooftop extension of
the apartment buildings built in the 60−70 years.

The concept of roof extensions SOLTAG was included in the international project
ANNEX 60 - Building restoration with the use of prefabricated systems. The aim of
this project is to evaluate the advantages and possibilities of prefabrication in the
reconstruction of existing residential buildings, to improve quality and accelerate the
implementation of measures which result is the achievement of low-energy standard.
According to experts, the project builds on trends in the approach to reduce energy
consumption of buildings in Western Europe, where high hopes are put just into
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prefabricated systems, reducing the energy intensity of older buildings and the con-
struction level of the maximum extension of the physical and moral life of the building.

3 Potential of Rooftop Extensions in Europe

The SURE-Fit team tried to estimate the maximum theoretical potential of the rooftop
extensions in Europe. The methodological approach has been following. On the basis
of the national statistics, the number of low-rise building (the buildings with maximum

Fig. 1. Energy roof superstructure of SOLTAG concept [3]

Fig. 2. SOLTAG project - prefabricated system [3]
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of eight floors) was found. From this number, the selected buildings were from years
from 1960 to 1980. According to the opinion of the expert team, it does not make sense
to build the rooftop extension on older buildings because their lifespan will be too short
or they may be protected as the historical buildings. Roof topping on the buildings built
after 1980 could be less efficient, because these buildings will need comprehensive
refurbishment later, and they are also more energy efficient. Later the experts defined
on how many low-rise buildings (built from 1960−80) the rooftop extensions could be
mounted [6]. The resulting appraisal of number of buildings suitable for rooftop
extensions depended on the character of housing ownership in the different countries
and the expert opinions. The resulting estimation of the potential is shown in the
following Table 1. A total number of 7,369,763 dwellings belongs to the theoretical
potential of the rooftop extensions in Europe.

Fig. 3. Rooftop extension (SOLTAG system) in the City Copenhagen, Denmark [6]

Table 1. Potential of rooftop extensions in Europe [7]

Total # Dwellings Multi-family Low-rise Built ‘60-’80 Max. potential

WEST EUROPE
Austria 3,261,368 1,699,173 1,359,338 429,551 211,554
Belgium 4,097,125 1,028,378 984,158 245,165 87,397
France 28,668,114 12,413,293 7,855,063 2,694,287 987,456
Germany 38,709,853 20,864,611 1,9612,734 9,620,217 600,000
Luxembourg 171,870 50,014 41,912 11,830 6,719
Netherlands 6,634,647 2,063,375 1,925,129 965,928 391,201
NORDIC
Denmark 2,540,543 985,731 883,215 282,756 35,000
Finland 2,548,043 1,467,673 1144785 585257 32,7744
Sweden 4,312,018 2,237,937 1,790,350 662,429 314,654
SOUTH EUROPE
Greece 5,467,049 2,219,622 1,775,697 783,083 214,565
Italy 27,300,961 20,311,915 1,5701,110 6566029 807153
Portugal 5,044,526 1,140,063 1,115,438 420,007 111,932
Spain 20,954,701 9,953,483 6,907,717 3,666,944 1,245,844

(Continued)
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4 Conclusion

Reducing the energy consumption of buildings, reducing CO2 emissions and increasing
the share of renewable energy sources in the construction and reconstruction is a hot
topic which nearly all the countries of Europe and the world deals with now. Most of
these problems are connected to housing renovation and equipment in a way that the
technical solution significantly improved their thermal characteristics as well as the
effectiveness and efficiency of technical equipment. SOLTAG project is addressing a
modern and sustainable way of living, which uses the latest knowledge and technology
to reduce energy consumption of buildings. Described concept is an example of using
the prefabrication system in the reconstruction of existing residential buildings, which
has great advantages in faster and more efficiently improving the quality of the
reconstruction work during the implementation. Offers the possibility to optimize the
prefabricated panels with improved thermal insulating integrated in the latest tech-
nology and last but not least, with lower production costs thanks to repeatability and
variability of solutions.
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Abstract. The impact of innovation might end up in an unexpected fall out of
problems, which need an even more creative outcome for getting solved.

The automotive car seemed to fulfill the dream of personal mobility, but
generated two human generations later, by tremendous acceptance worldwide,
many of the thorny problems and even conflicts, which we have to deal with
today.

The absurd paradox is the urban immobility, the result of the stand by cars
on the drive ways and parking lots, which shrink aggressively the available
surface and hinder the traffic.

We are addressing the topic and the potential ways to addressing it, with a
vision.

1 Reasons

Every major innovation is a great promise to fulfill an expectation and many are able to
fulfill the desire at least for a time. Some of them are so successfully, that by their
dissemination new problems rise, which are growing bigger than the initial one, the
innovation has been supposed to solve.

A cascade of subsequent innovations follows, addressing down the stream the
problems, created by previous solutions.

This fractal pattern is nowhere else more evident than along the major coordinate of
life, which is the mobility.

Mobility is inherent to the life, as it answers the existential need for browsing
options and reaching targets. Mobility is about the reach, the encompassed distance.

Along the time and across the civilizations, the human mobility was determined
either by the own fitness or by biological or material carriers. These carriers came with
an additional volume, which was left behind or in stand by after reaching the target.

Howsoever these external platforms have been: either other humans or animals,
either palanquins or rickshaws, either carriages or motorized cars, they always required
a special surface for the stand by time, “the parking place”.

The situation grew dramatically with the multiuser and heavy duty motor vehicles,
which grew from 980 millions in 2009 to 1015 millions in 2010 and since then shows a
growth rate of more than 35 millions vehicles an year.

In order to figure out one billion cars, just remember, that a parking lot needs a
fairly large space, around 25 m2, this is just 40,000 cars /km2. One billion cars needs
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hence a neat 25,000 km2, roughly the surface of Belgium and is growing by 1,000 km2

every year. This loss of living surface is worse than earth warming and the consequent
growth of the planetary ocean level.

More scaring is the stationary image of this huge surface for most of the time, as a
car is used in average just 200 h an year.

We have reached the stage of URBAN IMMOBILITY.
All these figures show, the need a radical, new approach.
We need disruptive concepts, enhancing the usual human reach, without letting any

“vehicle” behind, realizing a reminder-less mobility.
They are some options, which have been already addressed:

– Fitness (slides)
This enables one’s natural walking capacity and maintains his endurance, but
doesn’t extend the reach.

– Enhancing the walking skills (slides)
Understanding the human potential and dynamic of walking and optimizing the
walking procedure.

The Olympic “Walking” competition induced a process of optimizing the
walking procedure, which might be efficient, but is acceptable on running track
only.

– Plyometrics (slides)
The jump and the equipment enhanced jump are great sport challenges, but no
procedures for urban mobility, even if sometimes happens.

– Exoskeleton aided walking (slides)
There is an intensive research and a lot experimental output, mainly for rescue and
military purposes. Exoskeletons and leg bound equipment enhances many times the
endurance even under heavy loads.

It might promise relieve for elderly and other motoric impaired people.
The cyborg character of this equipment must be overcome, in order to reach a

more general acceptance in the future.
– Wearable (slides)

Even if in the same conceptual segment like the exoskeletons, the “wearable one’s”
impact is just the interface between the street and human.

Started in early XX century as “skates”, the wearable’s diversified as typology,
some of them getting motorized, but managed to leave behind the sport and play
grounds, getting a large presence in the urban environment. They enhance manifold
the reach and even the speed and show a major Urban Mobility potential, accom-
panying the owner everywhere and not affecting in stand by the street or side walk.

– Portable (slides)
They are venerable as well and show a spectacular development either as boards,
power boards or foldable and portable wheeled platforms.

The acceptance is even higher than of the wearable ones. When in use remind
the urban bicycle or scooter.

Lightweight, compact and expensive the portables are stored indoors and don’t
crowd the public urban space.
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– Mobile sidewalks (slides)
Result of a creative mental process of inversion, the mobile sidewalks seemed to be
a curiosity of the end of XIX century exhibitions.

However they managed to develop recently to human conveyors endorsing the
mobility indoors, for short tracks in airports and malls.

The mechanical drive is limiting the application field.
There is a serious potential to develop the street and sidewalk to a dynamic

vector from the passive surface of today.

A special approach is the “Mobile Road” concept, which has been realized as a Moving
Sidewalk and as a Shared Vehicle system.

They are concepts of autonomous vehicles, like Google’s SDC, Self Driving Car,
which are increasing the operating time by sharing vehicle system. They are still
volume presences in stand by and planked surfaces on the street.

Their success will recreate the actual problem within a short time.

– Shrinking the stand by vehicle (slides)
The foldable object, from the tent to the yurt, is the attribute of the traveller, of the
ephemeral, of the mobility per se.

The conceptual proximity should have invited to reflect about the collapsible,
implosive, foldable vehicle and it did.

Sharing the mobile platform, which becomes a dynamic vector of the street, leaves still
a stationary, parked platform behind, but increases her frequency of use.

Shrinking Vehicle is a better option of shared use with minimal footprint in parking
position. We have dedicated a special attention to this approach in the project “Bus-
Bank”.

Many urban areas have rails for streetcars or the peripheral rail system. The
problem is the stations, which are bottlenecks, supposed to be reached and the trains,
which have their own schedule and the inconveniences of mass transportation.

But the rails have the major advantage of a smooth ride on a metal track, which can
transport information and energy.

These features would help overcome the energy storage disadvantage inherent to
electrical cars and open a new dimension to the urban mobility.

In our solution we are considering the “minimal footprint in parking” criteria,
reducing occupied surface in stand by foldable capacity and sharing the use.
(Animation)

– Dematerialization
The ideal vehicle is having a presence just in use, fading away after that, in order to
return into materiality, when is needed.

Fernando Cortés gave this example as he burnt down his ships, after reaching
the American shore. He meant “no way back”, but gave an example of “just for a
ride” expandable mobility platform.

However we would like this way, Einstein says perhaps, sir Isaac Newton says
“nothing is for free = entropy”.
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– Virtual Presence (slides)
We have started wondering, how the car, promising ultimate personal mobility led
soon to urban i-mobility for all.

As usually, there is another conceptual space, where a radical approach is
coming from, virtual reality.

There is a significant progress in holographic representation and cave technology,
allowing realistic 3D visual presence. These telecommunication tools are beyond the
experimental stage and promise some relieve to the schedule and traffic problems
related to the business meetings.

This horizon of Immobile Ubiquity shall not be the ultimate urban mobility bliss.
PARKING ZERO, “the parking lot in the trunk” is still a challenge to the human

creativity and I want to invite you all, to accept this challenge, inviting you to a
PARKING ZERO contest of concepts.

Meanwhile the available world is shrinking by 1000 sq/km an year for parking.
It is time for action!
Our Danubius Academic Consortium invites the students from Europe, to address

successfully the topic of mobility without leftovers.
We would win for the life 25,000 km2 plus 1,000 km2 every year. This is a lot, a

great award.
Join us!

2 Conclusion

The emerging horizon of Immobile Ubiquity shall not be the ultimate urban mobility
bliss. It is up to our creative power. Let’s overcome the expected by unusual, disruptive
new concepts.
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Abstract. The purpose of the paper is to outline advantages and obstacles of
RFID application in informatization of the rail freight transport. Development
and improvement in the field of information technologies and automatization are
the pillars towards increase of operations and transaction effectiveness in rail
freight transport. This research analyzes and describes range of RFID technol-
ogy application in rail freight transport. Subsequently, we designed the exper-
iment to test a functionality of the RFID system. In order to ensure the reliable
results, we used railroad model that reflects infrastructure of the actual railroad
together with station interlocking system, line signaling and level crossing
systems managed via unified active control place. For experimentation purpose
Taguchi design of experiment was applied to analyze the variation of the
essential controllable factors. However, it has to be kept in mind that final effect
of the experiment depends on a level of physical resemblance between inputs
and reality.

Keywords: Cargo � Transport � RFID � Experiment � Taguchi � Telematics

1 Introduction

One of the systems that successfully develops and fits into the concept of transport
telematics is automated identification working on the basis of radiofrequency identi-
fication technology. From the current open literature and other sources it is evident that
RFID technology has a wide-range of application in almost every field of our life.
Figure 1 depicts current usage of RFID technology in transport. Considering the fact
that it is expected from the rail transport to be driving force in transport of materials of
heavy and power industry, the problem of traceability improvement of materials
transported by railroad is actual and on place. Use of RFID in the rail transport (only
17 %) shows the extensive possibilities to enhance innovative research into traceability
improvement in rail freight transport.

The intention of the paper is to identify and describe major application areas where
RFID technology is used in the rail transport. The second part of the paper is dedicated
to experiment where we test the functionality of the RFID system. [2].
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2 Background and Motivation

Focusing on rail transport we depicted the main application areas of RFID technology
in rail freight transport. We identified five main domains: traceability of the cargo,
positioning of the train unit in cooperation with GPS and within the train unit, auto-
mated data collection of the shipment, smart wagons.

The RFID tag is attached on specific place where the functionalities of the tag and
whole RFID system are established. Consequently, traceability and automated data col-
lection by employing RFID tags can be used in terms of rail freight transport for train unit,
individual wagons, cargo care, or particular product. In tracking and tracing of the shipment
in rail freight transport GPS space-based navigation system is widely used in rail freight
transport that it can localize RFID tag with GPS module mounted on the transport unit.

The motivation of the paper is the fact that wagons identification is nowadays still
done manually by workers on entering to the station. These workers have to do a visual
inspection of the train unit and railroad consignment notes. After this procedure another
staff member input data into information system. Applying RFID technology the ID of
train unit and wagons would be automatically loaded into information systems through
RFID gate that would be located on entering the station.

In summary automatic RF identification for the rail transport offers many advan-
tages i.e. accurate evidence of the wagons, automatic maintenance and quality control,
increased safety for operator and maintenance staff etc. These and others advantages
are based on studies of good practices of successfully implemented RFID technology
into rail industry.

For the experimental purposes we used the training simulator with the railroad
model set where we analyzed the reading performance of the RFID tag attached on the
transport unit.

3 Analysis of the Reading Performance of RFID System

In the experiment we tested the reading performance of the RFID system for railroad
model set to find out the factors that affect the reading performance of the RFID
significantly. In our RFID system configuration the RFID tag is mounted on the

Road; 81.00%

Rail; 17.00%

Inland Water; 
0.35%

Air; 0.00% Oil Pipeline; 
2.00%

Fig. 1. Use of RF identification technology in transport in the world [3]
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moving object and the RFID reader with antenna are stationary. We decided to apply
design of experiments using the Taguchi Approach [1]. In the experiment, we took into
consideration all possible factors. Consequently, we included three controllable factors
and two noise factors. This RFID system configuration works in ultra high frequency
(UHF) spectrum specifically within the 860 to 960 MHz band. The Impinj RFID reader
and the software (multireader 6.4) were used. UHF RFID-tag AD 223 is weather
resistant, and for special purposes it can be encapsulated in the package with thermally
and chemically resistant silver coating.

3.1 Design of Parameter Diagram and Experiment

While designing and establishing a static P-diagram (Fig. 2), we identified possible
noise factors. Considering these factors and other relevant circumstances, we finally
selected and set two uncontrollable factors: the cargo on the wagon and existence of
electromagnetic interferences nearby. In the experiment we also assumed three con-
trollable factors to be adjusted by the users. The final parameter diagram is depicted in
Fig. 4 below.

In the study we selected L9 orthogonal array for the controllable factors (param-
eters) with three levels of parameter settings, and L4 orthogonal array was chosen for
two noise factors, where each factor is given by two levels. The selected controllable
and noise factors are given in Table 1. For this RFID test, the reading rate was chosen
as quality characteristic. We also analyzed the impact of RFID-tag orientation on the
wagon and distance from the reader on output reading rate.

For controllable factors we used The L9 orthogonal array with three columns and
nine rows, which is in total of 36 trials. Where each selected parameter was assigned to
a column and nine controllable parameter combinations were tested.

The advantage of the Taguchi approach for design of experiments is that only nine
experiment trials are required to explore the entire parameter space using L9. The
experimental layout of controllable parameters using L9 orthogonal array is shown in
Table 2. For noise factors we used The L4 orthogonal array with two columns and four

RFID system for 
rail freight 

transport model set

Cargo (D)
Interferences (E)

Control factors Reading rate

Velocity of the train set (A)
Antenna distance (B)
RFID-tag direction (C)

Fig. 2. Static P-diagram
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rows, which resulted in four samples for each experiment run (Table 3). Our study
focuses on maximization of the signal to noise ratio that means the less quality loss of
reading rate. The SN equation is expressed by Eq. 1.

SN ¼ �10 log10 1=n
Xn

i¼1

1
�
y2i

 !
ð1Þ

Table 2. Combinations of controllable parameters

Expt. No. Velocity of train
unit [kmph]

Distance of
Antenna [m]

Direction of
RFID tag

A B C

1 40 0.5 Long Edge
2 40 1 Upper
3 40 3 Short Edge
4 80 0.5 Upper
5 80 1 Short Edge
6 80 3 Long Edge
7 126 0.5 Short Edge
8 126 1 Long Edge
9 126 3 Upper

Table 1. Factors and levels

Parameter
designation

Parameter Range [unit] Level
1

Level 2 Level
3

A Velocity of
train unit

40–126 [kmph] 40 80 126

B Distance of
Antenna

0,5–3 [m] 0.5 1 3

C Direction of
RFID tag

– Long
Edge

Upper Short
Edge

D Interferences 0,1 none with
interferences

–

E Cargo 0,1 empty with cargo –

Table 3. Combinations of uncontrollable parameters

Noise factor /Sample No. 1 2 3 4

Interferences D none none with interferences with interferences
Cargo E empty with cargo empty with cargo
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3.2 Results

Each control factor of given experiment is adjustable and has three levels. In the
experiment, we observed SN ratio, which is the most important measurement of var-
iation in the RFID quality characteristic (reading rate). The summarized data with
reading rate translated into SN ratio is listed in Table 4.

The overall mean reading rate is 17.34. From the practical point of view it is needed
only one RFID tag read. The overall mean S/N ratio is 24.58 dB. To find an optimal
combination of parameters setting, we extracted S/N figures of each level of each
control factor from the experiment results and expressed it in the form graph diagram
shown in Fig. 3. Subsequently, we distinguished the optimum settings of control
factors. The bold numbers in Fig. 3 represent optimal level combination for each
control factor.

Subsequently, the interaction among control factors was analyzed. An interaction
between control factors occurs when the effect of one control factor is dependent on
another control factor. From the Fig. 4 it is evident that only one significantly inter-
action occurred between control factor A and C, particularly.

Table 4. Experiment results with S/N ratio

Expt.
run

Factors DxE
C

Sample
1

Sample
2

Sample
3

Sample
4

Mean S.D. S/N

A B

1 1 1 1 18.80 18.80 15.70 15.70 17.25 1.790 24.63
2 1 2 2 19.60 19.60 18.50 18.50 19.05 0.635 25.59
3 1 3 3 21.30 21.30 19.10 19.10 20.2 1.270 26.07
4 2 1 2 15.20 15.20 10.00 10.00 12.6 3.002 21.45
5 2 2 3 16.50 16.50 14.50 14.50 15.5 1.155 23.75
6 2 3 1 20.30 20.30 18.20 18.20 19.25 1.212 25.65
7 3 1 3 17.10 17.10 14.60 14.60 15.85 1.443 23.92
8 3 2 1 20.60 20.60 18.20 18.00 19.35 1.446 25.68
9 3 3 2 17.80 17.80 16.30 16.30 17.05 0.866 24.61

Fig. 3. SN effect plot for control factor
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4 Conclusion

The subsequent conclusions were drawn from the presented study. The analysis of
experiment results showed that the velocity of model of electric locomotive, distance of
the antenna from RFID tag, and direction of the tag are these parameters that affect the
reading performance of the system. Specifically, parameters A1, B3, and C1 performed
as the best combination in experiment. Subsequently, we verified the existing inter-
action between velocity of the train set and the RFID-tag direction. The results are valid
within the above range of the controllable parameters and for specified RFID system
configuration. In the experiment RFID components were adapted to the conditions of
railroad model.

.
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Abstract. Smart City concept comprises numerous technologies and
heavily depends on sensors to be aware of its environment in order
to adapt and to evolve. Wireless sensors networks thrive on the lat-
est development of sensor technologies where sensors dynamically con-
nect and rely on wireless networks which might not be available all
the time or their geographical coverage can change depending on var-
ious circumstances. Special challenge are mobile wireless sensors where
data transmission can be significantly obstructed. Therefore in a Smart
City environment sensor data can be gathered by using powerful sen-
sors on mobile devices(smart-phones), static sensors or vehicular sensors
that rely on heterogeneous and changing network infrastructure. This
paper presents one possible approach to build such network infrastruc-
ture where vehicular networks, augmented with existing city’s WiFi net-
work, can be used to transmit (relay) and gather sensor data.

Keywords: Smart city · Sensor network · WiFi sensor

1 Introduction

One way to cope with challenges of modern urban environment (increasing pop-
ulation, pollution, energy consumption, etc.) and to introduce city to a next cen-
tury is by making it smart. Smart cites leverage the benefits gained from using
modern technologies to improve life of citizens and city integration into natural
and eco-friendly environment. Governance of the city may benefit of modern
technologies by properly responding to incidents, reallocating resources based on
new environment conditions or any unnatural issues like accidents or disasters.
Cities are highly integrated with traffic infrastructure meaning networks of roads
and vehicles them-self. Therefore, along with standard infrastructure facilities
such as water supply or electricity, smart city development is highly dependent
on development of traffic infrastructure i.e. roads and streets because they are
potential location of sensors and data transfer paths. Also, road infrastructure
is used by modern vehicles that are becoming increasingly smart and heavily
equipped with sensors and actuators. These, already existing, vehicular func-
tionalities can be further enhanced by making vehicles capable of gathering more
general sensor data and also become data transfer points of such heterogeneous
mobile sensor network. Combining stationary and mobile sensors and network
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technologies into agile, error prone, modern and powerful network can prove to be
valuable data infrastructure of smart cities. However, such network faces it’s own
challenges in which some points are stationary and some are mobile and there is
constant need to determine best possible path for data transfer. What we want
to achieve is constant presence of sensors in all parts of the city and their inter-
connection without heavy investment into stationary network infrastructure. To
achieve this we should use heterogeneous approach that will utilize all possi-
ble network access points and achieve dynamic interconnection of all possible
smart devices and sensors. By such approach we can develop robust information
nervous system capable of functioning in various circumstances.

2 Related Work

Next section reviews state of the art and some of the major research directions
in modern vehicular sensor networks.

2.1 Smart Cities

In the future, cities will account for nearly 90 % of global population growth,
80 % of wealth creation, and 60 % of total energy consumption. Developing better
strategies for the creation of new cities, is therefore, a global imperative [1].
Besides global world initiative, according to [2] EU has intensive strategy to
increase Competitiveness and Innovation, promote development of Smart Cities
and Future Internet. Important part of this strategy are smart cities. EU strategy
related to smart cities is shown on Fig. 1 as a roadmap towards year 2020. EU
Smart city strategy contains four main directions:

– Building
– Heating & Cooling
– Electricity
– Transport

A city is considered smart when investments in human and social capital align
with development of traditional (transport) and modern (ICT) communication
infrastructure to fuel sustainable economic growth and a high quality of life, with
a wise management of natural resources, through participatory governance [4]. It
is noticeable that beside utilizing technological development, making a city smart
requires a lot of government agility and political will to change and adapt. Many
initiatives and definitions of a Smart City recognize transportation as notable
element that makes the backbone of Smart City infrastructure. Across Europe
there are many attempts and examples of Smart Cities, Centre of Regional
Science [5] has created the list of smart cities in Europe according to several
criteria, top 10 cities on the list are:

1. Luxembourg (LU)
2. Aarhus (DK)
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Fig. 1. EU Smart cities roadmap [3]

3. Turku (FI)
4. Aalborg (DK)
5. Odense (DK)
6. Tampere (FI)
7. Oulu (FI)
8. Eindhoven (NL)
9. Linz (AT)

10. Salzburg (AT)

Complete study considered 70 cities across Europe.

Future Cities Project. One, recent (2013) and notable project gathers a lot
of attention and is supported by EU funds (2.5 million EUR). Purpose of this
Future Cities Project1 is to transform city of Porto into a living laboratory,
currently more than 900 sensors have been installed around the city of Porto [6].
Project is coordinated by Competence Centre for the Cities of the Future at
Faculty of Engineering of University of Porto. Along with several European
universities, project partners are notable USA universities: MIT and Carnegie
Mellon University, which makes this project worldwide.
1 futurecities.up.pt.

futurecities.up.pt
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2.2 Wireless Sensor Networks

A wireless sensor network is distributed network of independent sensors that
monitor environmental conditions like: temperature, pollution, traffic, noise, air
pressure,... Data gathered by one node is propagated throughout entire net-
work, usually towards consuming nodes. Figure 2 shows sample wireless sensor
network. According to [7] it is usual for a sensor nodes to communicate using
wireless radio technology e.g. WiFi. However we must note that standard WiFi
might not be always available and there must be alternative approach to trans-
fer data. One of such alternatives is using vehicles as sensors and data transfer
points at the same time. Vehicles are ideal because they move along entire city
and can gather various data and provide strong alternative to standard net-
work infrastructure. Vehicular ad-hoc networks (VANET) [8] provide new and
integrated approach toward sensor networks. In urban environments it is conve-
nient to have existing infrastructure restructured for a new use, thus: instead of
making a new infrastructure and construction endeavors, authors suggest using
vehicular networks for sensor communication.

Fig. 2. Example of a wireless sensor network based on the Berkeley mote platform.
The circles represent the transmission range of each node, which are connected by
radio links (represented by edges) to all other nodes within range. [source: [7]]

2.3 Modern Vehicle as Sensor

Traffic networks in the city connect every essential entity (location) in the city.
In essence traffic networks make the city. Using traffic, people and goods move
inside and outside the city. Because of this mobility and omnipresence traffic net-
works and vehicles are perfect medium for deploying city-wide wireless sensor
networks. With current advances in technology, improvements are made in vehi-
cle infrastructure design: both sensors and actuators. Modern vehicle is highly
equipped with sensors that improve driver experience and safety.
Some of modern vehicle sensors include:

– speed
– throttle
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– acceleration
– fuel consumption
– OBD2 data
– weight (passenger count)
– camera and optical recognition systems
– temperature and humidity sensor
– gyroscope*
– ambient light detector
– impact detector (airbag)
– GPS location,
– radar/lidar*
– ultrasound distance detector
– wifi*

Many of sensors* are currently being used and tested by Google Driverless Car3

Issue with vehicular sensors is that they are not standardized and intercon-
nected and most of them are private (used only by vehicle systems). Further
step is vehicular interconectivity which depends on cooperation of vehicle man-
ufacturers and development of appropriate standards. Smart Cities and smart
traffic could benefit from exposing vehicle sensor data, at least for temperature
measurements.

3 WiFi Urban Sensor Scanner

In described architecture, mobile object (vehicle) equiped with sensors, during
movement in the urban sensor environment, require stable and constant internet
access using existing WiFi infrastructure and all possible network alternatives
[9]. Urban multi-sensor networks (UMN) like one described in [10] are imple-
mented in the city environments that do have many WiFi hotspots deployed
around the city area.

Static WiFi access points are positioned in the living spaces of city inhab-
itants and can form large scope WiFi network that can serve as information
backbone of a Smart City. Along with static WiFi access points, there can be
mobile access points like mobile hotspots or any other mobile device.

WiFi urban sensor scanner (WUSS) is usually an integrated solution that is
made of:

– hardware: wifi network controller. like one used in smartphone devices and a
GPS device.

– software: operating system like android, arduino, or raspberryPi

Purpose of (WUSS) would be to scan and monitor WiFi environment. WUSS
can be implemented as an android application like one presented at SenseMyC-
ity project4

2 On Board Diagnostic.
3 en.wikipedia.org/wiki/Google driverless car/.
4 http://cloud.futurecities.up.pt/sensemycity.

en.wikipedia.org/wiki/Google_driverless_car/
http://cloud.futurecities.up.pt/sensemycity
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Simplest form of WUSC would be to map state of WiFi networks in the city
along with GPS location from where sensor measurement was taken. Measure-
ments can be made by users (citizens) using private smartphones or system can
be implemented as dedicated hardware equipment that is positioned on board of
public transportation vehicles. For a successful Wireless Sensor Network (WSN)
operation, reliable data exchange platform would be necessary, WUSS can be
used to identify and map appropriate WiFi access points that can be used for
WSN to transmit and/or exchange sensor data. Research that is carried out
at University of Zagreb, Faculty of Organization and Informatics uses trillater-
ation algorithm using free space pathloss model to localize WiFi access point
position [9]. Each moving object scans its surroundings for the existing WiFi
networks. Procedure follows the case shown on Fig. 3 where for each scan circle
the coverage area is calculated. Assume that A, B and C are GPS location of
the moving object. Radius represents the distance to the probable WiFi location.
Radius(r) is calculated using free-space path loss formula:

r = 10
ln(10)(T−R−K−20 log(f))

10n (1)

where:

– R - receive power level, this value is being gathered using WiFi scanning
equipment.

– T - transmit signal power strength is 17 dBm. According to IEEE 802.11b
standard5 the maximum power output level is 20 dBm and the minimum gives
13 dBm, this gives average of 17 dBm.

– K - path loss constant, value is -147.55,
– f - the WiFi frequency and is set to 2450 Mhz.
– n - the path loss exponent, it is set to 3 because we are measuring distances

in the highly urban environment.
– r - is the distance (radius), the result in meters.

After the radius has been calculated circle around each moving object can be
created. This circle represents “how well does an object hear an WiFi AP” not
the location estimation of a WiFi AP. To determine the AP location it would be
necessary to undertake the trilateration procedure. Figure 3 shows a case with
3 scan points from a moving object, each with its own radius. Trilateration proce-
dures starts with selected starting circle: one with the strongest signal strength.
After that, procedure calculates the intersection with all the other circles like
this: for each circle, intersection is calculated between the circle and the current
intersection area derived by previous round of intersection calculation. Each iter-
ation makes intersection (polygon) smaller because it shrinks with every circle
considered(intersected).

Radius of WiFi AP coverage estimation is calculated using the same path-
loss formula (1) Input signal strength is the lowest signal strength of scan circle
that contributed in the forming of final intersection.
5 http://www.cisco.com/en/US/docs/optical/15000r7 0/15327/reference/guide/
2770spcx.html.

http://www.cisco.com/en/US/docs/optical/15000r7_0/15327/reference/guide/2770spcx.html
http://www.cisco.com/en/US/docs/optical/15000r7_0/15327/reference/guide/2770spcx.html
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Fig. 3. Circle intersections with clustering [11]

4 Conclusion

Smart city can be observed as a living entity, it has all of vital functions like
power supply, water, governance, inhabitants, traffic, etc. that can be augmented
by information technologies and make the city smarter. By such approach we
can make it self aware, not in a sense of artificial intelligence, but to be able to
measure and record data about its current states. Traffic and vehicular networks
provide mean to exchange dynamic data and information. By augmenting vehic-
ular networks with sensor data, and network location technologies city becomes
more self aware where each vehicle behaves as a mobile remote probe that gath-
ers data. Wireless networks (if known) provide stable backbone for the data
transmission. This paper addressed one challenge of smart cities - composition
of heterogeneous sensor and network infrastructure by using vehicles as remote
sensors, data transfer points and network location devices. Described combina-
tion of technologies enables integration of various networks and propagation of
sensor data with higher reliability.
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Abstract. The paper presents the application of selected methods of multi-
variate statistical analysis including factor and conjoint analyses in terms of
modeling transportation preferences of urban residents. The introduced meth-
odologies can be useful tools for local authorities while designing solutions in
order to improve the competitiveness of public transport to private transport.
The results of the studies presented in the article are part of the research project
implemented in 2010–2013 under a title. “Reference model of city logistics and
the quality of life”. For the study undertaken in this paper, three medium-sized
cities, located in the western part of Poland, were selected.

Keywords: Transportation preferences � Factor analysis � Conjoint analysis

1 Introduction

Life in the city and the areas directly adjacent to cities is becoming more and more
burdensome. The main reason for this situation, besides environmental pollution and
security threats, is constantly increasing number of residents which cause difficulty
with moving. The effect of dynamic urban development in urban and industrial
agglomeration is often congestive transportation also called congestion. The problem of
congestion is the subject of numerous studies [1–6].

The growing wealth of societies and consequently a greater access to passenger cars
is responsible for the significant increase of the motorization index with a simultaneous
fall in public transportation usage [7]. Forecasts of the European Commission indicate
that passenger individual transportation will have increased by 51 % by 2050, while the
public transportation will further deteriorate [8].

The impact of transport on the urban environment depends on many different
factors. A special place among them takes the implementation of the transportation
service, which is an important part of strategy for urban transport. The right choice of
development strategy, especially public road transport can help to solve the problems
of traffic organization. It is important in this case the proper identification of existing
and future challenges that the transport system faces [9] and the formulation of
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transport development programs that meet indicated tasks in changing environmental
conditions [10].

The purpose of the study is an attempt to model transportation preferences of urban
residents in one of medium-sized city in Poland. In this paper the selected methods of
multivariate statistical analysis including factor and conjoint analyses were proposed.
The study results can be a useful tool for local authorities in order to design solutions
that improve the competitiveness of public transport to private transport. The results of
the studies presented in the article are part of a project implemented in 2010–2013 titled
“Reference model of urban logistics and the quality of life”.

The structure of the paper is as follows. The second section presents the signifi-
cance of the application of multidimensional statistical analysis in order to identify
citizens’ transportation preferences and behaviors. The next section introduces research
results. The final part of the paper presents conclusion.

2 The Study of Transportation Preferences and Behavior
of Urban Residents

Modeling of travelers’ transportation behavior is a part of a more complex modeling
process of a trip, which is conditioned, among others, by the density of urban networks
and associated with the traffic noise or lengthening of the travel time, [11]. An
important element of this process is to study the preferences of buyers, in this case
travelers. Knowledge of the preferences and transportation behavior of the inhabitants
is essential in the process of shaping transportation offer. Particularly important in this
regard are studies on: the identification and prioritization of traffic demands and sat-
isfaction with services and comprehensive assessment of the quality of transportation
services. It is assumed that the fundamental postulates reported by residents to the
urban transport sector are: punctuality, directness, frequency and availability, making
up the level of passenger satisfaction with the services provided.

An important problem in the course of a lot of research is the correct interpretation
of numerous, interlinked information. The solution to the problems with too much
individual information can be e.g. a reduction in dimensionality and search for the
interplay of many factors, e.g. on the basis of factor analysis.

Factor analysis is used to convert the mutually correlated system of variables into a
new system of variables to be determined as common factors mutually uncorrelated,
comparable with an output system [12–14].

Another method of measuring the preferences of buyers is conjoint analysis. The
essence of conjoint analysis is to evaluate a set of profiles (real or hypothetical products
and services) described with the selected attributes (explanatory variables) in order to
obtain information about the overall preferences for the profiles (a set of values of the
dependent variable) made by the respondents to the survey.

The complexity of the test procedure in the framework of conjoint analysis requires
decision-making at every stage of research including among others determining the
form of the model (depending on model variables, model preferences), the choice of
how to collect data (solid profiles, pairwise comparisons, the presentation of pairs of
attributes), the choice of the presentation profiles (physical product, the product model,
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a verbal description of figure), the scale of preferences (non-metric, metric) estimation
method (metric: MONANOVA, PREFMAP, LINMAP, CCM, Metric: KMNK, MSAE,
probabilistic: MNW, EM), assessing the credibility of the model (rating accuracy,
reliability assessment), the interpretation of the results of measurements and the sample
size determined mostly on the basis of earlier research (typical test is usually from 300
to 550 respondents) [15].

In the work the analysis of travelers’ preferences was based on the research sample,
which consisted of adult residents of three Polish cities of West Poland who were
between 18 and 70 years of age. An attempt was selected from the population at
random. The total sample size was set at 1,600 inhabitants.

3 The Results of Travelers’ Transport Preferences

The respondents evaluated 12 different quality criteria concerning urban transport
services, estimated from the available literature on the subject studies of this type. In
the study of exploration the following dimensions of evaluation were considered:
punctuality and frequency of the line, safety and travel conditions in vehicles, the
conditions of waiting at bus stops, the availability of public transport, ticket prices and
the immediacy of connections.

The research found that 12 of the original criteria for the quality of services can be
reduced due to the application of factor analysis to two factors. The first derived factor
mainly explains determinants associated with conditions of movement within the city
offered in urban transport services. The variables described by this factor include the
four most frequent transport demands: travel time, convenience - access to public
transport, cost and safety.

The second factor is related to the additional (supplementary) areas of offered
transport services, such as courtesy of drivers, access to information about the time of
service delivery and readability of timetables. The system of variables forming the
defined dimensions is shown in Table 1.

Table 1. The results of the factor analysis

Factor 1 Factor 2

punctuality of vehicles (x1), courtesy of drivers (x9),
frequency of vehicles (x2), the overall quality of the information (at bus stops, in

vehicles and on vehicles) (x10),
travel safety (x3), readability and simplicity of memorizing timetables (x11),
the conditions of traveling in
vehicles (x4),

the opportunity to comment on the functioning of public
transport (x12).

the conditions of waiting at
bus stops (x5),

accessibility to public
transport (x6),

ticket prices (x7),
directness of connections
(x8).
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During the study the significantly higher impact of variables was confirmed which
was described by the first appointed agent to assess the quality of transport services,
mainly including: ticket prices, travel time, service frequency and distance from a bus
stop to the place of residing. For further research using conjoint analysis indicated
variables (criteria) were used described by the first factor directly connected with the
ongoing transport services. The validity of these variables was assessed by most
respondents. The participants of the study felt that price, time, frequency, and further
distance of a bus stop from home are the most important criteria for the quality of
transport services.

Respondents were asked to evaluate a set of 12 profiles out of 36 possible variants
generated by the method of orthogonal plan. Utility values that each respondent is
associated with a given level of the variable set by means of a least-squares method
with artificial explanatory variables. After estimating the relative partial utility the
validity of each considered variable was specified.

The results obtained during the study confirmed the findings of other authors
[16, 17]. In fact, all of the criteria related to the fundamental postulates of lading are
significant while choosing the public transport as a means of movement within the city.
The lowest percentage was obtained for criterion: time travel. Time travel for residents
of medium-sized cities, with relatively close distances to overcome, is not a criterion as
significantly influencing the preferences of the inhabitants as the other analyzed
variables.

The highest preferences identified during the research (maximum score profile)
relate to services provided by the urban public transport characterized primarily by low
price, high frequency of the circulation, with close proximity to the bus stop from the
place of residing (Fig. 1). In contrast, the travel time can be as long as in the case of
travelling by car. Time travel for residents of medium-sized cities is not a decisive
factor for the travelers’ preferences related to the choice of public transport.

Fig. 1. The relative importance of the attributes
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4 Conclusions

The problem of many cities, beside the surge in the number of cars,1 it is also a
significant increase in road freight transport, which puts a burden on municipal sys-
tems. Easy transportation within cities is also impeded due to housing development in
suburban areas and placement outside concentrated urban housing large shopping
centers. The solution to traffic problems of cities should be adequate to the imple-
mentation of transport policy allowing to increase the competitiveness of public
transport and consequently reducing congestion, noise and pollution while increasing
security. Public transport except that reduces traffic is more environmentally friendly
than individual transport by car. Due to the constantly decreasing interest in this form
of travel, it is important to take proper measures to encourage residents to use this kind
of transport. It is also vital to monitor the quality of service offered by the public
transport services.

The presented results of the modeling transportation preferences of urban residents
with the application of the methods of multidimensional statistical analysis allowed to
identify the comprehensive travelers’ preferences. From a practical point of view, these
studies are significant because of the possibility of simultaneous comparison of many
individual preferences of travelers. It is also important opportunity to introduce the
proposed methods to a comprehensive and more complex modeling of transport
behavior.

The results of carried out studies clearly indicate that price, frequency and distance
from the main stops are the key factors affecting the assessment of the quality of public
transport in medium-sized cities. Travel time due to the rather short distances turned
out to be a less important factor. It will be certainly more important aspect in the case of
residents of large cities, more congested and less efficient in communication.
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Abstract. The pervasive nature of location-aware devices has enabled
the collection of geospatial data for the provision of personalised services.
Despite this, the extraction of meaningful user locations from temporally
annotated geospatial data remains an open problem. Meaningful location
extraction is typically considered to be a 2-step process, consisting of visit
extraction and clustering. This paper evaluates techniques for meaningful
location extraction, with an emphasis on visit extraction. In particular,
we propose an algorithm for the extraction of visits that does not impose
a minimum bound on visit duration and makes no assumption of evenly
spaced observation.
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1 Introduction

To leverage location-aware devices for service enhancement, systems must be able
to interpret and reason about the movements of users. The extraction of mean-
ingful locations from temporally annotated location data is central to achieving
this goal, permitting the labelling of locations, e.g., ‘home’, ‘work’ or ‘supermar-
ket’, which increases the capacity of systems to reason about user locations. In
particular, meaningful location extraction is fundamental to location prediction,
since it establishes the grouping of disparate but related sensor readings.

As vital as meaningful location extraction is to location-based services, the
problem remains open. This paper proposes a novel algorithm for visit extraction,
which is the first stage of meaningful location extraction. The proposed algorithm
builds upon previous work and does not impose a minimum bound on visit
duration, or have an assumption of evenly spaced location observations. We
then evaluate the performance difference between the proposed algorithm in
meaningful location extraction and the STA visit extractor [2].

2 Related Work

Extracting locations from a geospatial dataset is often considered a clustering
problem. However, when the dataset from which meaningful locations are to be
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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extracted is temporally annotated, this additional information can be leveraged.
Visit extraction is concerned with detecting periods of time during which a user
remained at a single location, henceforth referred to as visits, and consequently
summarising the dataset. Traditionally, a road travelled frequently by a user
would contain many points, while a location visited only once would contain few
points, leading to the possibility of it being overlooked. This summary reduces
the computational cost of clustering, as the size of the dataset is reduced.

A discussion of existing approaches to visit extraction can be found in [2].
Such approaches include the use of thresholds to specify maximum visit size
relative to either the first point discovered [5,10] or to the visit’s centroid [3],
but this is highly sensitive to noisy data. Other approaches have used knowledge
of the properties of specific GPS devices [1], but such methods are not generic.

Addressing these issues, Bamis and Savvides presented their algorithm for
the extraction of Spatio-Temporal Activities (STAs) [2]. Although aiming to
determine activities that repeat in cycles, they first extract periods of time spent
at a single location. The algorithm uses a filter and a buffer of points to detect
a consistent change in location of the user, and hence, when the user ends an
activity. In contrast to previous approaches, this method is far more resilient
to noise. However, the algorithm assumes that points will arrive at even time
intervals, and it requires that the buffer be full before a visit can exist, in turn
requiring the user to know the minimum length of a visit a priori. The algorithm
presented in this paper, GVE, does not have such requirements.

Techniques shown to be applicable to the clustering of extracted visits into
meaningful locations include k-means [1,7] and DBSCAN [4,6,8,9]. DBSCAN is
more popular for this domain as it does not require the number of locations to
be known a priori, and is therefore the algorithm adopted in this paper.

3 Gradient-Based Visit Extractor

We propose a Gradient-based Visit Extractor (GVE, Algorithm1) which extracts
visits from temporally annotated geospatial datasets, addressing some of the
drawbacks in the STA visit extractor proposed in [2]. GVE works linearly over the
dataset by building visits until adding another point would cause the recent trend
of motion to be consistently away from the visit already extracted. Although
similar in idea to STA, GVE can consider visits without having a full buffer of
points over which to analyse the trend of motion and allows for points collected
at a varying rate.

The buffer over which the trend of motion of the user is considered has a max-
imum size of Npoints, but the buffer does not need to be filled for a comparison to
take place. Parameters, α and β, are used to define a threshold function on the
size of the buffer. If the buffer contains a small number of points, adding an addi-
tional point that is further from p1 than p2 could be an indication that the user
is moving away from the visit or it could be attributed to noise. This problem is
combated by using a negative logarithmic function to ensure that the threshold
for trend of motion is higher with fewer points in the buffer. Trend of motion is
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Algorithm 1. Gradient-based Visit Extractor Algorithm
1: Npoints, α, β ← input parameters
2: visits ← [ ] empty array, to be filled with visits
3: visit ← [ p0 ] array containing the first point in the dataset
4:

5: function Process(point)
6: if MovingAway?(visit, point) then

7: visits.append(visit) if visit.length > 1

8: visit ← [ point ]

9: else

10: visit.append(point)

11: end if

12: end function

13:

14: function MovingAway?(visit, point)
15: buffer ← visit.last(Npoints − 1) + point

16: return Gradient(buffer, visit) > Threshold(buffer.length)

17: end function

defined using a gradient, that includes both spatial and temporal components
and therefore allows for the possibility of points of varying temporal distances.
The gradient of the buffer is defined as:

Gradient(b) =

l(b)
∑

p∈b

(t(p) × d(p)) − ∑

p∈b

t(p)
∑

p∈b

d(p)

l(b)
∑

p∈b

t(p)2 − (
∑

p∈b

t(p))2

where l(b) is the length of buffer b, t(p) is the time since the first point of the
buffer for point p in seconds, and d(p) is the distance between point p and the
centroid of the current visit, in metres. A gradient greater than the threshold
indicates that the visit has ended:

Threshold(length) = −log

(

length ∗ 1
β

)

∗ α

By combining these two equations, we are able to summarise the movement
trend of the user relative to the visit, the gradient, and set a threshold for
this gradient dependent upon the number of points that it was drawn over. This
ensures resilience to noise by monitoring the movement trend over a set of points,
but still allows for visits with few points.

4 Evaluation

Using data collected over several months from a smartphone application and
a map of the University of Warwick campus, the parameters for the two algo-
rithms were empirically determined such that the locations extracted were con-
sistent with expectations. Results are presented for GVE (Fig. 1) and the STA
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Fig. 1. Gradient-based Visit Extractor

visit extractor (Fig. 2), where the visits identified are clustered using DBSCAN.
Results for each algorithm are presented for parameters optimised for accuracy
of extracted location and coverage of visits. An immediate observation is that a
similar set of primary locations is extracted in all cases, with smaller locations
being extracted in only some cases. Specifically, GVE extracts several more loca-
tions than STA, since GVE is likely to extract visits of shorter duration. This is
substantiated by results in Table 1 where the properties of the extracted visits
and locations are detailed. It can be seen that GVE routinely extracts visits of
shorter duration, extracting visits of 1 min. STA is capable of extracting similar
length visits (1.6 min), but requires that the buffer size be reduced to its mini-
mum of 2. With a larger buffer size (Nbuf parameter), the minimum length visit
extracted is 12.7 min. From the results, it can be seen that when STA is tuned
to allow the extraction of short visits, the average and maximum visit lengths
are reduced, whilst the total time covered by visits is also reduced.

The algorithm and parameters that produces the greatest temporal coverage
is the second run of GVE (with buffer size, Npoints, of 10). 7.3 days of visits are
extracted from the dataset, significantly higher than any other run. This increase
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Table 1. Summary of visit extractor results

α β Buffer Dthres Nd Visits loc

count avg min max total

GVE 0.02 5 4 1360 3.4 min 1.0 min 1.5 hr 3.1 days 10

GVE 0.04 11 10 624 16.7 min 1.0 min 3.4 hr 7.3 days 20

STA 2 0.5 1 828 4.8 min 1.6 min 1.8 hr 2.8 days 5

STA 12 2 6 83 2.0 hr 12.7 min 7.7 hr 4.6 days 5

Fig. 2. Spatio-temporal activity extractor

in coverage produces a larger set of locations (as shown in Fig. 3d). Interestingly,
however, the number of visits is reduced from the previous run of GVE. This
finding indicates that visits which were being split into multiple parts using a
smaller buffer size were detected as single visits when a larger buffer is used.
Figure 1c shows the visits extracted as representative, with no visit clearly span-
ning multiple buildings, indicating that the accuracy of extraction has not been
impacted.
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Fig. 3. GVE and STA Extractor on a visit with few points

An example of the difference between the two algorithms for visits of short
duration can be seen in Fig. 3. In the data there exists one visit to the library
(bottom right) and two visits to the biology concourse (top left). While it is
possible for STA to extract the library visit, the buffer size must be set to 2 which
comes at the cost of extracting erroneous biology concourse visits. Selecting
parameters that optimise the extraction of visits to the biology concourse means
that the algorithm is no longer capable of extracting the short visit to the library
(Fig. 3b). Figure 3c shows the results of using GVE to extract the visits. In this
case, GVE is capable of extracting all 3 visits correctly.

5 Conclusion

This paper explored the use of visit extraction to better extract meaningful
locations from temporally-annotated geospatial datasets. Specifically, a novel
algorithm, GVE, has been presented. The algorithm builds on existing work
but removed the requirements for visits to have a minimum duration and the
dataset to contain points at a constant rate. Further, the paper demonstrated
the workings of the GVE algorithm and how it relates to STA for the purpose
of extracting visits to aid in meaningful location extraction.
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Abstract. In order to assist elderly people and disabled people, this
paper describes development of autonomous wheelchair to travel in
indoor and outdoor environments for providing traveling ability to any
where. For this aim, the autonomous wheelchairs should have traveling-
capability without choosing indoor and outdoor environments. Position
detection is a key technology for autonomous driving since people decides
a traveling direction from a current position and a destination. GPS is
a fundamental technology for position detection. However GPS is not
available in indoor cases, and GPS is not always available in outdoor
cases when tall buildings occlude satellites. In these cases autonomous
wheelchair has to detect a self-position by other sensor systems. In this
study we have adopted a localization system utilizing 3D maps and a
3D laser range finder. By the 3D localization system our wheelchair sys-
tem can detect a self-position robustly if the wheelchair is surrounded
by obstacles such as pedestrians. To avoid collision our wheelchair sys-
tem uses short and long term planning. The short planning finds a safe
motion-pattern from every conceivable pattern by the simulation on a
map. The long term planning generates a feasible route to destination. If
the route generated by the long-term planner collides to some obstacles
our wheelchair avoids collision by the short term planning. By the local-
ization system and the planning system our wheelchair could operate in
public spaces.

Keywords: Autonomous vehicle · Wheelchair · SLAM

1 Introduction

We have developed an autonomous wheelchair system for assisting travel of
elderly people and disabled people in order to help their daily living. This paper
describes about our developed autonomous wheelchair systems.

Autonomous driving systems have spread out toward many applications that
are airplanes, ships, trains, cars and small personal mobilities such as wheelchairs.
Especially, autonomous driving cars and wheelchairs have difficulty compared
with other vehicles because environments using these vehicles are complicated.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 91–96, 2015.
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There are many obstacles such as cars, pedestrians, etc. in roadways and side-
walks. Autonomous driving cars and wheelchairs have to detect the obstacles
to prevent collisions. Moreover, GPS can not always detect accurate position in
the roadways and sidewalks because upper tall buildings reduce the precision
of GPS for occluding satellites. Autonomous driving systems control the self-
velocity by comparing target routes and current position. Inaccurate positioning
triggers undesirable driving to autonomous vehicles. The vehicles should have
other devices to detect accurate position when GPS is unavailable.

In comparison with autonomous driving cars, the wheelchairs have to travel
on not only outdoor environments but also indoor environments. There are no
clear rules for smooth traffic in the environments using the wheelchairs. The
wheelchairs can freely travel on any routes. Similarly, the pedestrians freely
walk in the environments. The autonomous driving wheelchairs have to decide a
route for smooth traffic in response to motion of pedestrians. In roadways cars
and pedestrians move under the traffic regulation. The traffic regulation restricts
routes for cars and pedestrians. The cars can only move forward, and can not
move backward on lanes. Basically, autonomous driving cars avoid collisions by
speed control. Against the cars, the wheelchairs have to decide a route to avoid
collisions.

Autonomous driving wheelchairs have other difficulty for positioning in com-
parison with autonomous driving cars. In roadways there are specific features for
the traffic regulation, which are traffic signs, white lines, pedestrian crossings,
etc. Autonomous driving cars can use the features as landmarks for positioning.
Against the case of cars the specific features do not always exist in the envi-
ronments using the wheelchairs. Autonomous driving wheelchairs have to detect
self-position without using the specific landmarks when GPS is unavailable.

In this paper, we introduce our developed autonomous driving wheelchair [2]
that can detect self-position without using specific landmarks and can decide
a route in response to motion of pedestrians. Our autonomous wheelchair can
travel in indoor-outdoor environments by the self-positioning and the route plan-
ning seamlessly.

2 System Architecture

Figure 1 is our developed autonomous wheelchair “MARCUS”. Our wheelchair
equips a 3D laser range finder (3D-LRF) unit for making maps, two wheel
encoders for measuring self-velocity, and a 2D laser range finder (2D-LRF) for
collision avoidance.

The 3D-LRF unit obtains 3D points by rotating a 2D-LRF, which is a LMS-
151 manufactured by SICK. The rotation axes are a roll axis and a pitch axis.
The range of rotation angle is from −22.5 degree to +22.5 degree for each axis.
The measurement time of obtaining 3D points until rotating the range is 1.5 s
Our wheelchair uses the 3D-LRF unit for making 3D maps, and does not use the
unit for collision avoidance because the length of time for 3D scanning is long.

The 2D-LRF is a UTM-30LX manufactured by Hokuyo Automatic Co. LTD.
The 2D-LRF is rigidly clamped to the wheelchair frame, and does not rotate.
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Fig. 1. Our developed autonomous wheelchair.

In comparison with the 3D-LRF unit this 2D-LRF can detect the obstacles
rapidly. The scanning time is 25 ms. Our wheelchair uses this sensor to avoid
collision for this rapid scanning.

The two wheel encoders measure self-velocity from wheel angular velocity of
left and right wheels. Our wheelchair detects self-position by computing relative
displacement from wheel encoders, and by correcting the displacement by match-
ing 3D-scanning data and map data. The details of localization and mapping is
written in the next section.

3 Localization and Mapping

For detecting self position in outdoor and indoor environments our wheelchair
performs 3D scan-matching by using the 3D-LRF unit. This section describes
the positioning method.

3.1 Localization

To detect a correct position after movement, we adopted a monte carlo local-
ization (MCL) based algorithm [4]. MCL finds a correct position from position-
samples that are generated randomly by using a dynamics model of wheelchair.
If many samples are generated, the possibility to find a correct position becomes
high. Evaluation of correctness of a position-sample is done by shape matching.
If a position-sample is correct, a scanned shape by LRF matches to map-shape
when the scanned shape is drawn from the sampled position. The evaluation is
to calculate similarity between matched shapes.

Our wheelchair calculates the similarity by 3D shapes to gain robustness
of localization. In the environments running wheelchairs there are not only
static objects but many dynamic obstacles such as pedestrians, cars, etc. If
using 2D-LRF only, scanning shapes of environments becomes difficult when the
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wheelchair is surrounded by these obstacles. To prevent this surrounded case
our solution is to scan many direction. The possibility to scan mapped objects
becomes high by scanning many direction. For this reason our wheelchair uses 3D
scanning.

3.2 Mapping

The localization system of our wheelchair requires 3D maps. To obtain 3D maps
we adopted Rao-Blackwellized particle filter (RBPF) that is extension of MCL.
The basic concept of RBPF is to generate many samples of map, and to find a
correct map from the samples. When data size of a map is large, RBPF becomes
difficult to construct a map in realtime because many samples require huge mem-
ory and computational cost. To solve this problem we have proposed a improved
RBPF method [1] that is sub-map dividing and re-alignment. In our method
the number of map-samples is one. To find a correct map our method divides
the map and realigns sub-maps by generating samples of alinement between
sub-maps. By this re-aligning procedure our method can generate a correct 3D
map although the memory size of 3D map is large because our method does not
require generation of map-samples.

4 Collision Avoidance and Route Planning

Our wheelchair is driven by short term planning and long term planning to avoid
unsafe self-driving [3]. The short term planning considers the wheelchair motion
in a few seconds. This planning is corresponding to collision avoidance, and is
a crucial issue against safety. The long term planning considers the route until
arriving at a destination. This planning aims to generate a feasible route to
arriving at a destination.

4.1 Collision Avoidance

For collision avoidance our wheelchair uses the dynamic window approach
(DWA)[5]. DWA searches target wheel-velocity without collision from every con-
ceivable pattern of wheel-velocity. In DWA vehicle-controllers utilize patterns of
wheel-velocity that are possible by acceleration and deceleration in performance
limitations of vehicles. DWA searches a pattern of wheel-velocity without colli-
sion by simulation. In the simulation DWA checks the collision on environment-
maps generated by LRF. When a virtual vehicle continues a velocity-pattern
within a specified time, and does not collide on the map, DWA adopts the non-
colliding pattern.
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4.2 Route Planning

For route planning in outdoor and indoor environments our wheelchair adopts
A* algorithms on the 3D-map generated by our mapping method. A* algorithm
finds a shortest path on the map by combination of motion patterns. Each motion
patterns are simple. For example, the patterns are forward movement, back-
ward movement, left and right turns. By the combination of motion patterns A*
algorithm generates a shortest path and can generate a feasible route in response
to dynamic obstacles.

Our wheelchair system has two motion planner that are the short and long
term planner. If there is no collisions in the simulation, the system uses a result of
long term planner. Conversely, If there is a collision in the simulation, the system
uses a result of short term planner. Basically, our system takes precedence of the
short term planner.

5 Experiments and Discussions

We have performed an experiment of 3D map building by using our RBPF
algorithm described in the Sect. 3.2. Figure 2 shows the mapping result. The map
size is 350m× 250m, and was constructed in realtime. From this experimental
result our wheelchair can perform autonomous driving after construction of a
map immediately.

This rapid map construction provides portability to our autonomous wheel-
chair because if a map is not constructed our wheelchair generates a map in
realtime and can perform autonomous driving immediately. Our wheelchair can
operate in any places because our system can generate maps immediately.

Fig. 2. A 3D map generated by our RBPF algorithm.

Figure 3 shows an experiment of autonomous driving in public space. Our
wheelchair could operate without any incident in the public space by the short
and long term planning. The short term planning provides high reliable collision
avoidance because this planning finds out a safe motion-pattern from every con-
ceivable pattern exhaustively. By combination of the short an long term planning
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Fig. 3. Experiment in a public space.

if the route planning generate a path collided obstacles our wheelchair can avoid
collision because our system takes precedence of the short term planner.

6 Conclusion

In this paper we have described a development of autonomous driving wheel-
chair. In order to travel indoor and outdoor environments we have developed a
localization method and a mapping method on 3D maps. By using 3D map based
localization our system can operate in indoor environments and in outdoor envi-
ronments in which GPS does not function for occlusion of satellites. To realize
reliable collision avoidance our wheelchair has short and long term planning. The
short term planning finds a safe motion-pattern from every conceivable pattern
by the simulation on a 3D map. The long term planning finds a feasible route
to a destination. If the long term planning generate a route with collision our
system avoids the collision by the short term planning. By the combination of
planning methods our system gained reliability for collision avoidance. In the
experiment our system operated without incidents in public spaces. As a future
work we will study this system in various environments to get informations for
improving the system from passengers and pedestrians about comfortability and
safety.

References

1. Yokozuka, M., et al.: Sub-map dividing and realignment FastSLAM by blocking
gibbs MCEM for large 3-D grid mapping. Adv. Robot. 26(14), 3838–3844 (2012)

2. Yokozuka, M., et al.: Robotic wheelchair with autonomous traveling capability for
transportation assistance in an urban environment. In: Proceedings of IEEE/RSJ
International Conference on Intelligent Robots and Systems, pp. 3838–3844 (2012)

3. Yokozuka, M., et al.: A reasonable path planning via path energy minimization. J.
Robot. Mechatron. 26(2), 236–244 (2014)

4. Yokozuka, M., et al.: Auxiliary particle filter localization for intelligent wheelchair
systems in urban environment. J. Robot. Mechatron. 22(6), 758–765 (2010)

5. Fox, D., Burgard, W., Thrun, S.: The dynamic window approach to collision avoid-
ance. IEEE Robot. Autom. Mag. 4(1), 23–33 (1997)



Safety and Privacy Perceptions in Public
Spaces: An Empirical Study

on User Requirements for City Mobility

Julia van Heek(&), Katrin Arning, and Martina Ziefle

Human-Computer Interaction Center, RWTH Aachen University,
Campus Boulevard 57, 52074 Aachen, Germany

{vanheek,arning,ziefle}@comm.rwth-aachen.de

Abstract. Mobility represents an essential prerequisite for the participation in
social lives in urban environments. However, seamless mobility and traveling is
based on dwellers’ perception of a high personal safety at different urban
locations. Safety can be supported by adequate surveillance technologies (e.g.,
cameras, but any surveillance undermines individual wishes for protection of
privacy. In this empirical study, we explore users’ perceptions on safety and
privacy. Using an online survey, 99 users were requested to indicate their
acceptance of different types of technologies that increase safety, differentiating
perceived benefits and barriers. Also, we explored acceptance differences
towards surveillance technologies during day- and nighttime at various locations
(private and public). Finally, we determined the trade-off between the wish for
increasing safety and the wish for privacy.

Keywords: Privacy � Safety � Mobility � User diversity � Technology
acceptance � Tradeoff between privacy and security

1 Introduction

One of the major challenges of modern societies is to meet the complex demands of
urbanization processes and to maintain livable, sustainable, and resilient cities. Up to
2030, more people will live in cities than in other regions and this development is
forecasted to increase further. In line with these fundamental urbanization processes,
consecutive challenges arise. Beyond climate change-related and environmental issues,
nowadays’ major keystones of urban planning are the broadly accepted implementation
of technical infrastructures and (smart) mobility concepts [1]. Mobility represents an
essential prerequisite for the participation in social and economic life. Mobility services
must meet a wide range of travellers’ needs, including easy accessibility, high comfort
regarding safety and security, sustainability, and affordability. Mobility options must be
flexible and intermodal, especially when considering different traveller profiles in both
professional and private travel contexts [2, 3]. Facing the demographic change, urban
mobility is essential for all dwellers, but specifically for seniors and persons living
alone, in order to participate actively, autonomously, and independently in social
living [4].
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2 Security and Privacy – Prerequisites of Urban Mobility

For free and unrestricted mobility in urban areas, people need to feel safe. Crime threat
in cities is a time-consuming challenge [5, 6]. The consequences of crime for urban
safety and individual risk perception are well described and represent a serious barrier
for many travellers [7]. While it is undisputed that safety and crime prevention are
major goals for mobility and urban development, the realization of safety is contro-
versially evaluated [8, 9]. Technically, surveillance technologies are at hand and might
be helpful to increase urban safety [10, 11]. However, at least two arguments militate in
favor of not exclusively relying on predominantly technology-centered planning of
infrastructural mobility concepts. One argument relates to the contradictory nature of
the wish for increasing safety by adequate technologies, on the one hand, and the
understandable wish for protecting dwellers’ and travellers privacy, on the other [12],
which can only be understood if the trade-off between both basic motives is empirically
addressed. Second, travellers’ profiles are increasingly diverse, and age [13] and gender
[14] of travellers might specifically impact the perceived tradeoff between safety and
privacy in urban environments.

So far, only sparse knowledge is available about the specific acceptance patterns of
dwellers towards the benefits and barriers of surveillance technologies that are assumed
to increase safety perceptions. The goal of the present study is, thus, to understand the
key drivers of surveillance technologies in urban environments, taking security and
privacy as prominent factors into account.

3 Exploratory Study: Acceptance of Surveillance Technology

Data was collected in an online survey conducted in Germany. Completing the ques-
tionnaire took about 20 min. Questionnaire items were taken from a focus group study
carried out prior to this study. In total, 99 participants (16−75 years) filled in the
survey. Mean age was 37.8 (SD = 15.5), with 58.6 % females and 41.4 % males.
Participants volunteered to take part and were not gratified for their efforts.

The questionnaire was arranged in five sections. The first part addressed demo-
graphic characteristics of the participants. In the second part, we asked for the indi-
vidual perception of crime threat at different places by day and by night. For clarity
reasons, locations were arranged into four categories (private (e.g., garden), semi-
private (e.g., own street), semi-public (e.g., shopping mall), and public (e.g., train
station) locations). The question “To what extent do you feel threatened by crime
during the day?” had to be evaluated for more than 20 different public and private
locations (see Fig. 1). Threat perceptions had to be rated on a six-point Likert
scale (1 = not at all; 6 strong threat perception). In addition, looking for possible
differences of threat during day- and nighttime, participants had to evaluate on a five-
point scale (-2 = much lower threat; -1 = lower threat; 0 = no difference; 1 = higher
threat; and 2 = much higher threat) if they would feel a different crime threat at the
same locations by night. The third part assessed the perceived security provided by
technologies and other measures. Thus, different technologies (e.g., camera surveil-
lance, ambient lighting, microphones) but also social measures (e.g., police presence,
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guard dog) had to be rated on a six-point Likert scale (1 = strongly disagree;
6 = strongly agree). The fourth part of the questionnaire asked about the acceptance of
crime surveillance technologies at different locations, as well as the perceived benefits
and barriers of crime surveillance (6-point Likert scale, 1 = strongly disagree;
6 = strongly agree). Benefits of crime surveillance were examined in seven items which
referred to security aspects, e.g., prevention of crime, sense of security, the felt
deterrent effect for potential criminals. Barriers referred to eight items relating to pri-
vacy aspects, e.g., protection of civil rights and personal freedom, storage of recorded
data, inference of being under general suspicion. The fifth and last part focused on the
trade-off between looking for security, on the one, and protecting individual privacy, on
the other hand. Participants had to consider whether privacy or security is more
important to them at different locations on a 10-point scale (1 = increase of security;
10 = protection of privacy).

4 Results

Data was analyzed descriptively and, with respect to the effects of gender and age, by
(M)ANOVA procedures (significance level at 5 %).

4.1 Perceived Crime Threat

Daytime: The perceived crime threat by day can generally be seen as rather low (see
Fig. 1; grey bars show the perceived crime threat by day (left axis); black line by night
(right axis)). The majority of private locations is perceived as only lightly threatened,
e.g., own garden (M = 1.3; SD = 0.6) or own home (M = 1.4; SD = 0.8). Semi-private
locations are noticed as lightly threatened, e.g., own street (M = 1.8; SD = 1) or hotel
(M = 1.8; SD = 0.9). Semi-public locations are observed as slightly threatened, e.g.,
market (M = 2.4; SD = 1.2) and public transport (M = 2.6; SD = 1.3). Public locations
are perceived as more threatened, e.g., parks (M = 2.8; SD = 1.3), train station (M = 3;
SD = 1.4) or underground car park (M = 3.3; SD = 1.6).

Fig. 1. Perceived crime threat by day and by night (min = 1, max = 6)
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Night Time: The perceived threat at night did not vary strongly across the different
locations. Private and semi-private locations are not perceived differently by day or by
night, except for the own street (M = 0.3; SD = 0.8). Concerning semi-public locations
a higher perceived crime threat was found, e.g., for market (M = 0.5; SD = 0.8) or
public transport (M = 0.6; SD = 0.8) by night. Regarding public locations, nearly all
locations are perceived as more threatened by night, e.g., train station (M = 0.9;
SD = 0.9) as well as parks (M = 1.1; SD = 0.8).

4.2 Acceptance of Crime Surveillance

Generally, surveillance technologies that are visible (M = 4.6; SD = 1.5) are more
accepted than invisible (M = 3.9;SD = 1.8) technologies (see Fig. 2). Increase in
ambient lighting (M = 5.4; SD = 0.8) is most wanted, followed by cameras (M = 4.6;
SD = 1.4). Motion detectors (M = 3.7; SD = 1.7) and localization technologies
(M = 3.2;SD = 1.6) are considered neutral, whereas microphones are rather rejected
(M = 2.9; SD = 1.5).

Other security measures (see Fig. 3), e.g., to be in society with others (M = 5.3;
SD = 0.8), more police presence (M = 5.2; SD = 0.98), private security services
(M = 4.2; SD = 1.6), or staying only on a place during the day (M = 4.1; SD = 1.5)
received also high acceptance scores.

Perceived benefits of crime surveillance are rated similarly positive (see Fig. 4).
Investigation of crime (M = 4.9;SD = 1.5) is perceived as the most important benefit.
Regarding perceived barriers (see Fig. 5), protection of sensitive personal information
(M = 4.8; SD = 1.6) is the most important aspect. Inference of being under general
suspicion (M = 3.5; SD = 1.6), an assumed barrier, is quite accepted though.

The acceptance of crime surveillance technologies depends on the type of locations
(see Fig. 6).

Surveillance of private locations is not accepted, e.g., the bedroom (M = 1.3;
SD = 0.7), and also rejected at semi-private locations, e.g., at church (M = 2.5;
SD = 1.6). Crime surveillance at semi-public locations, in contrast, is quite accepted,

Fig. 2. Acceptance of surveillance technologies Fig. 3. Other measures enhancing perceived
crime threat
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e.g., at a museum (M = 3.4; SD = 1.7) as well as in schools (M = 3.8; SD = 1.7).
At public locations, crime surveillance is most accepted, e.g., at train stations (M = 4.8;
SD = 1.4).

4.3 Security Versus Privacy

Finally, the trade-off between looking for security and protecting one’s own privacy is
reported (see Fig. 7). Outcomes can be summarized quite simply. Whenever private
locations, e.g., living room (M = 9; SD = 1.9), or semi-private locations, e.g., church
(M = 7; SD = 3), are addressed, privacy is preferred over security. On the other hand,
security is preferred over privacy at public locations, e.g., train station (M = 2.6;
SD = 2.3) and at semi-public locations, e.g., shopping mall (M = 4.1; SD = 2.7).

4.4 User Diversity

As user diversity might be crucial for security perception and acceptance of surveil-
lance technologies, we analyzed effects of age and gender on acceptance patterns.
During daytime, women feel more threatened by crime than men (F(1,26) = 2;p < .02),

Fig. 4. Benefits of surveillance Fig. 5. Barriers of surveillance

Fig. 6. Crime surveillance acceptance
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e.g., car park (Mmale = 2.6; Mfemale = 3.5; F(1,26) = 5,1; p < .03). Also, older persons
feel a higher crime threat than younger (F(2,52) = 1,8; p < .007)), e.g., parking space
(Myoung = 2.5; Mmiddle = 2.3; Mold = 3.2; p < .03). Perceived crime during nighttime
was not impacted by user diversity, hinting at an age-insensitive perception of crime
threat. Nearly every type of surveillance technology but also the other measures
enhancing perceived security are more accepted by women than men, e.g., cameras
(Mmale = 4.0; Mfemale = 4.8; p < 0.05), while there was no effect of age in this regard.
Perceived benefits of crime surveillance are more important to women, e.g., feel of
security: (Mmale = 3.6;Mfemale = 4.5;p < 0.01). Perception of barriers, in contrast, was
more important to men, e.g., protect personal information (Mmale = 4.9; Mfemale = 4.3;
p < 0.01). In addition, trade-off-perceptions between privacy and security are also
gendered: while privacy is more important to men, security is much more important to
women (F(1,18) = 2.3; p < .006).

5 Conclusion

This study revealed insights into acceptance patterns regarding the use of crime sur-
veillance technologies in urban environments. In order to understand the specific needs
of a diverse traveller population, we examined the tolerance towards such technologies
at various public and private urban locations. Results show a differentiated picture.
In private locations, the perceived crime threat was quite low, in contrast to public
spaces. Surveillance technologies are accepted in those locations in which crime threat
is present. Users then prefer safety over privacy. User diversity is a crucial factor in this
context: Women attach a higher importance to safety in general, in contrast to men,
while men prefer the protection of their privacy. Overall, the predominantly technol-
ogy-centered planning of infrastructural mobility concepts, without integrating citizens
into the decision-making processes, seems not sufficient to cover human attitudes and
regarding safety and privacy concerns in the context of urban mobility.

Fig. 7. Security vs. Privacy
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Abstract. With the advent of BYOD (bring your own device) environment
where personal mobile devices are used in work, companies began introducing
NAC and MDM systems to prevent the leaks of, to access control and to
efficiently manage confidential information. However, NAC and MDM access
control policy is uniformly applied to users, and thus BYOD is not being
actively introduced as of current where security threats exist as a result of
frequent device loss and theft as well as low security level. Therefore, flexible
policy setting and control method through personalized information collection
are necessary. This study discusses the definition of context information and a
method to collect the information to detect users’ abnormal behaviors consid-
ering the diversity of devices used and connection environments for BYOD.

Keywords: BYOD � Security � Context information � Network management

1 Introduction

As the use of various mobile devices, such as smartphone and tablet PC, is increasing
as a result of wireless communication technology advancement in recent times, the
scope of mobile device use is expanding from simple personal communication to
corporate work processing.

Accordingly, companies have introduced a working environment using mobile
devices in order to improve their work productivity. They purchased and supplied
devices in order to break away from closed working environment and, accordingly, to
realize a working environment using mobile devices. However, it was not activated due
to difficulties in device management and maintenance arising from device loss and
changes as well as purchasing cost.

Recently, the concept of BYOD (bring your own device) is drawing attention as a
new corporate working environment because of changes in working environment to use
personally owned mobile devices [1]. BYOD environment is where individual
employees work by accessing internal corporate data using their personal mobile
devices, such as laptop computers, tablet PCs and smartphones. It is anticipated to
produce work productivity improvement and cost reduction effects.

As convenience was improved as a result of the advent of BYOD, a new IT
environment, the instances of personal devices accessing internal corporate
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infrastructures increased and this led to such security issues as corporate data leaks.
Personal devices are easily exposed to loss, theft and attacks as a result of their low
security level and thus it has been investigated that accesses to and attacks on internal
corporate infrastructures through personal devices are occurring frequently.

For BYOD security, NAC (network access control), a network access control
security equipment, and MDM (mobile device management) for mobile device control
are being proposed. However, these methods are subject to limitations. NAC controls
users through authentication at the time of access to internal corporate infrastructures.
However, it does not interfere with user behaviors after the authentication. In case of
MDM, it is a method to install a corporate security program in personal devices, and
thus to monitor and control the devices. It generates a sense of rejection among users,
however, and thus does not conform to the direction pursued by BYOD.

Therefore, to respond to various situations that can occur in BYOD environment,
methods for abnormal behavior detection and control through device and user identi-
fication are necessary.

In this paper proposed context information composition and collection method to
create patterned information and detect abnormal behaviors based on user and device
characteristics and diverse environmental elements. The proposed method is to orga-
nize captive portal for the existing corporate network access control, to administer user
identification and context information collection/analysis through mirroring of traffic
for service use and thus to pattern user behaviors. Using information created as such,
abnormal behaviors are examined independently for individual users that display dif-
ferent patterns of use [5].

Technology trend for internal corporate infrastructure protection in BYOD and
smart work environment and the method of context information collection are analyzed
in Sect. 2 and the proposed method is described in Sect. 3. In Sect. 4, plans for applying
the proposed method to BYOD environment and the direction of studies to be pursued
in the future are discussed.

2 Related Work and Research

NAC security technology targeting BYOD environment controls network accesses by
inspecting whether or not user’s devices satisfy security policy standard before they
access the network.

NAC blocks access to the network of infected PC in order to prevent the spreading
of malicious code in corporate network. At present, wired and wireless integrated
security functions, such as IP-based access control, authentication by mobile terminal,
terminal security and integrity verification, are provided. However, as the main purpose
of NAC is to control user authentication and access, it lacks the function to detect and
respond to abnormal behaviors of users or devices after network access. In addition, it
centers on the registered user authentication, and thus the functions for device
authentication/management are insufficient [6, 7].

As such, BYOD environment is subject to a special security requirement to protect
corporate data through isolation of users displaying abnormal behaviors in addition to
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the ensuring of work continuity and the use of various personal devices. Therefore, it is
impossible to solve security issues in BYOD environment using NAC solution only.

MDM technology provides the functions for device registration/management,
suspension of the use of lost devices and device tracking based on administrator
authority in a remote location for powered-on mobile devices anytime, anywhere using
OTA (over the air) [8].

There are also problems in MDM system-based access control, which provides a
function to directly control personal devices in BYOD environment. MDM is an
application in itself. Therefore, it is difficult to control and monitor accesses made by
other applications. In addition, it is impossible to analyze behaviors in relation to
network data of mobile devices. Most of all, users feel reluctant about MDM agent
installation in their personal devices out of fear for violation of their privacy, and thus
the system distribution and diffusion are difficult to achieve. At the same time, it is
subject to an increase in the cost for continuous version management on various
terminal devices.

3 Proposed Method

The proposed method is for context information that can be collected for abnormal
behavior detection in BYOD and smart work environment and it outlines the structure
and operating method of a system to collect the context information.

The overall system structure is as shown in Fig. 1. Context information is collected
based on the user’s captive portal connection and network traffic information, and thus
the user’s profile is created. The patterned information created as such is used in
deciding users’ abnormal behaviors. Users and devices detected of abnormalities are
controlled real-time.

3.1 Context Information Collection System Structure and Operation

In BYOD environment, a technology to collect context information based on network
independent of the types of users’ devices is necessary. The proposed system is of a

Fig. 1. Security system in BYOD and smart work environment
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structure to administer mirroring on corporate network access traffic and categorizes
users based on the connection IP. Context information is collected at the time of
network access, use and termination separately. When user accesses corporate network
using his or her personal mobile device, a captive portal linked to the company’s
authentication server is accessed. In this case, browser information and User_Agent in
HTTP packet are analyzed, and thus the access context information is collected.

Fig. 2. Context information collection system configuration

Fig. 3. The data process of the proposed method
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Following the access, context information is collected using periodic network traffic
that occurs during the course of using company’s internal service. If network use is not
detected for a set period of time, context information for termination is created (Fig. 2).

3.2 Detailed Elements of Context Information

In BYOD environment, context information, such as user, device and connection
environment information, is defined and the collected information is patterned to
identify various personal devices used and the network access environments. User
information includes user ID and authority, and device information consists of such
information as MAC, OS, browser, device type and model name. As for connection
environment information, it is divided into location of access, access time, access
network and accessed service. The context information categorized as such is used in
deciding abnormality following behavior patterning for each user in terms of who,
when, where and what and also as data for policy application (Fig. 3).

4 Conclusion

As a result of BYOD and smart work system diffusion and distribution, a flexible
security method has become necessary in an environment for business operation
through internal corporate system access using personal mobile devices. It has become
possible to create different behavior patterns by collecting meaningful information in
user environment as well as mobile device information and user identification values.
Through this, the establishment of various security policies rather than uniformed
policy application has become possible. In this study, a system to compose and collect
context information for user behavior patterning based on the collected information has
been suggested by breaking away from the existing system, which is to apply security
policies to the existing network traffic only. This system can be used in deducing the
possibility of behavioral elements occurring in various environments, and thus in
detecting abnormal behaviors.

The use of BYOD environment will continue to increase in the future and,
accordingly, it is necessary to prepare the related security technologies. A further study
will be conducted on the methods to enable more diverse information collection and
user behavior element definition necessary for user identification.

Acknowledgments. This work was supported by the IT R&D program of MSIP/KEIT (Ministry
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[10045109, The Development of Context-Awareness based Dynamic Access Control Technol-
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Abstract. This paper presents the iterative approach taken in the
design of a sensor network for the purpose of evaluating pedestrian facil-
ity design. Specifically, sensors are to be used to measure pedestrian flows
in a network of pedestrian walkways. Data collected by the sensors will
be employed in agent-based pedestrian simulations for the visualisation
and analysis of pedestrian flows. Using Fruin’s (1971) Level-of-Service
criteria, pedestrian flows will be evaluated to determine if they meet the
requirements set out by the regulatory authorities for adequate pedes-
trian facility design.

Keywords: Iterative design approach · Agent-based simulations ·
Human-sensing · Sensor network · Pedestrian flows · pedestrian facil-
ity design · Pedestrian level-of-service criteria

1 Introduction

Singapore’s public transportation network comprises the following modes: Mass
Rapid Transit (MRT), Light Rapid Transit (LRT), bus and taxi. A seamlessly
integrated network involves the design of adequate pedestrian infrastructure
to connect the different transportation modes [3]. Pedestrian flow data is used
to understand pedestrian movement patterns and peak periods/areas of usage,
and to evaluate pedestrian facility design. Traditional data collection methods
include the use of observations [5,6], interviews [7] and experiments [1]. We pro-
pose the alternative use of sensors, which are less labour-intensive and obtrusive
than direct observational methods, and also allows information to be collected
continuously over time.

In this paper, an iterative approach is adopted in sensor network design by
employing pedestrian scenario simulations both before and after sensor installa-
tion. When employed before sensor installation, these simulations (1) clarify the
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Fig. 1. Iterative approach to designing a sensor network

data required to create pedestrian simulations and to be collected by the sen-
sors, and (2) identify potentially congested areas in the network, so that research
resources can be directed to those areas. These findings can then be used to
optimise the sensor network’s efficiency in data collection. Simulations created
after sensor installation will incorporate data collected by the sensors to refine
the previously-created simulations. This allows initial assumptions made about
pedestrian flows to be validated or refuted, estimates of pedestrian arrivals to be
adjusted and pedestrian origin-destination matrices to be fine-tuned. Addition-
ally, locations for the installation of more sensors (if needed) can be identified,
or additional parameters to be measured determined.

2 Methodology

2.1 Iterative Design Approach

Figure 1 contains a visual representation of the iterative approach adopted in
sensor network design. A test site in Singapore is adopted as a case study for
the framework proposed in this paper.

2.2 Parameters of Study

To create the pedestrian simulations prior to sensor installation, the following
parameters were assumed. Data collected by the sensors will subsequently be
used to fine-tune these assumed parameters, as per Step 5 of the iterative design
approach.

1. Pedestrian Speeds:
All pedestrians were assumed to walk at speeds following a normal distribution
with a mean of 1.27 m/s and standard deviation of 0.14 m/s. These values were
based on a study of pedestrian speeds in Singapore’s MRT stations [8].
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2. Pedestrian Arrivals (ped/hr):
A total of 10,000 pedestrians circulating in the network per hour was used,
which is about 22 % of maximum expected pedestrian volumes at peak hours
given train capacities and average train arrival times.

3. Pedestrian Origin-Destination (OD) Matrix:
OD matrices were used to describe the proportions of routes taken by pedestrians
within the network.

2.3 Evaluation Criteria

Fruin’s Level-of-Service (LOS) criteria describes pedestrian flows using coupled
relationships between speed, flow rate and space, as well as qualitative factors,
such as the ability to overtake slower pedestrians [2]. LOS A is the threshold
of unhindered movement while LOS F reflects critical densities where move-
ment is disrupted [2]. Singapore’s Land Transport Authority (LTA) specifies that
pedestrian flows/densities along corridors without commercial/transit facilities
or information signages should not exceed LOS D [2], provided there are no
cross-flows [4]. Additionally, LOS D should be an intermittent condition during
peak hours [4]. The following set of evaluation criteria (Table 1) was thus for-
mulated to determine the likelihood that pedestrian flows would satisfy LTA’s
requirements for adequate pedestrian facility design. These evaluation criteria
were chosen arbitrarily, giving researchers the flexibility to alter them depending
on their interpretation of the results or other requirements.

Due to the stochastic nature of the simulations, 100 iterations of each sim-
ulation were performed and results processed. For each iteration, pedestrian
densities at three locations were obtained from the simulation every minute, and
compared against pedestrian LOS criteria [2]. These locations (indicated in Fig. 2
as Points A, B and C) reflect critical congestion level zones in the pedestrian
network.

3 Experimental Set-Up, Simulations and Results

3.1 Simulated Network Geometry

The simulated network (Fig. 2) contains eight entry/exit points, two of which
are MRT station gantries. Another two entry/exit points are exits leading
to/from the MRT station, while the remaining four lead to two shopping malls
(labelled Malls A and B) adjacent to the MRT station.

3.2 Experimental Set-Up

AnyLogic 7 (trial version) was used to create pedestrian simulation models for
this project. Due to functionality limitations of the trial version, some pedestrian
routes were excluded from the simulations and are highlighted in blue/green in
the following OD matrices.
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Table 1. Summary of evaluation criteria

Three experiments (Control (C), Experiment 1 (E1) and Experiment 2 (E2)
were conducted. C was used both to estimate expected usage of the pedestrian
network, as well as to establish a point of reference for comparison with E1
and E2.

Control Experiment (C). Pedestrian arrivals of 10,000 ped/hour were
assumed, with a 70:20:10 ratio, representing the ratio of pedestrians entering
the network via MRT, leaving the network via MRT, and remaining in the net-
work (Fig. 3).

Pedestrian arrivals by MRT are likely to result in periodic discharge of a large
number of pedestrians in a relatively short amount of time. This was modelled
using the following arrival schedule for MRT Gantries 1 and 2 (Fig. 4), scaled to
the magnitude of pedestrian arrivals. Pedestrian arrival rates at the remaining
six entry/exit points were defined using Poisson distributions in ped/hour.

Experiment 1 (E1). Pedestrian flows were increased by 50 % from 10,000
ped/hour to 15,000 ped/hour. Arrivals per hour at each origin were increased
proportionately. All other simulation parameters were kept constant compared
to C (Fig. 5).

Fig. 2. Geometry of simulated pedestrian network
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Fig. 3. Origin-destination matrix - control experiment

Fig. 4. Pedestrian arrival schedule (3500/hr)

Fig. 5. Origin-destination matrix - experiment 1

Experiment 2 (E2). The proportion of pedestrians heading to Malls A and B
from Gantries 1 and 2 was increased (from 14–15 number of pedestrians heading
to MRT Exits 1 and 2 (from 85–86 62–67 entering via MRT and remaining in
the network constant (Fig. 6).

3.3 Results

Point A. Non-zero LOS F pedestrian densities were obtained in all experi-
ments, with the highest observed in E1 (2.97 %). High LOS E pedestrian densities
were also obtained (8.15 %, 16.60 % and 8.37 % for C, E1 and E2 respectively)
(Table 2).
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Fig. 6. Origin-destination matrix - experiment 2

Point B. Lower percentages of LOS A pedestrian densities were obtained in
E1 and E2 (27.68 % and 28.55 % respectively) compared to C (56.98 %). Higher
percentages of LOS E pedestrian densities were obtained for E2 (4.45 %) com-
pared to E1 (1.02 %), while LOS F (0.02 %) pedestrian densities were obtained
only for E2 and not for E1.

Point C. Lower percentages of LOS A pedestrian densities were obtained in E1
and E2 (51.08 % and 43.57 % respectively) compared to C (79.97 %). Higher per-
centages of LOS E pedestrian densities were obtained for E2 (1.07 %) compared
to E1 (0.32 %). No LOS F pedestrian densities were obtained for all experiments
(Table 3).

Summary. Most critical congestion levels were experienced in E2, followed
by E1, then C. For Point A, pedestrian densities were unlikely to meet LTA’s
requirements for all experiments. This indicates that large numbers of pedes-
trians disembarking from the MRT, combined with the relatively small space
between MRT Gantry 1 and Exit 1, are likely to result in high pedestrian densi-
ties at Point A. As for E2, more pedestrians were arriving from Malls A and B,
instead of from the MRT Exits 1 and 2. This resulted in longer walking distances
for pedestrians, and subsequently, longer durations spent in the pedestrian net-
work, which caused increased congestion levels.

Table 2. Results - proportion of LOS at different points

Point A Point B Point C
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Table 3. Summary of results

Experiment Point A Point B Point C
Control Unlikely Highly likely Likely
Experiment 1 Unlikely Somewhat unlikely Somewhat likely
Experiment 2 Unlikely Unlikely Somewhat unlikely

4 Discussion and Conclusion

4.1 Design of Sensor Network

Based on the simulations’ results, the following layout of sensors is proposed
(Fig. 7). This includes a cluster of sensors at each entry/exit point to measure
flows of pedestrians entering, exiting and heading towards and away from the
entry/exit points. Additionally, sensors installed along the walkways can be used
to measure pedestrian flows, which not only facilitates calibration of the pedes-
trian simulations, but also provides an immediate estimate of pedestrian LOS
experienced along the walkways. From here, subsequent fine-tuning of the model
and redesigning of sensor locations will allow relevant stakeholders to better eval-
uate the design of this pedestrian facility.

Fig. 7. Proposed Locations of Sensors

4.2 Conclusion

This paper describes an iterative approach to sensor network design by employ-
ing the use of pedestrian simulations before and after sensor installation. Prior to
sensor installation, researchers can familiarise themselves with the creation and
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use of pedestrian simulations, and estimate the order of magnitude of expected
pedestrian flows. The latter facilitates sensor network design as it informs sensor
choice, and identifies critical locations for the placement of sensors to optimise
data collection. Upon sensor installation, data obtained from the sensors can be
used to refine and calibrate the pedestrian simulations. For example, assumptions
made when creating the simulations can be validated/refuted, and estimates of
pedestrian arrivals and their routes taken can be adjusted. The simulations also
facilitate fine-tuning of sensor network design by identifying locations for the
installation of more sensors, or determining additional parameters to be mea-
sured by the sensors.
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Abstract. Smartphones are central to everyday activities. Paired with short
distance radio technologies the range of smartphone application is extended and
development of “smarter” services is enabled. A trial, including 60 pilot users,
shows that the smartphone itself and its capability to emulate transaction and
access cards are highly valued. In order to meet expectations adaptive and
personalized features/services should be added, based on knowledge of the
individual users’ activities and communicated needs, as well as their curiosity
for new adventures.

Keywords: Smartphone � NFC � Everyday routines � User study

1 Introduction

The mobile phone has changed from initially being a means for making individuals
directly addressable to becoming a platform that provides innovative opportunities for
smart services. A recent survey of mobile phone usage shows that in addition to
making calls and sending messages people use the phone extensively for more than 30
different tasks on a daily basis, and they would even want to use it for more if the
needed services were available [1]. These mobile services play an increasingly
important role in transforming people’s everyday lives and empowering societies to
grow and progress.

Today about 90 % of handset sales worldwide are of so-called smartphones, with
more advanced computing capability and connectivity than basic phones. A smart-
phone typically combines the features of a mobile phone with those of other popular
consumer devices, such as a media player, a digital camera, or a GPS navigation unit.
It also includes touchscreen computer features such as web browsing, Wi-Fi, and third-
party apps.

Near Field Communication (NFC) technology has been part of this development
since Sony and Philips agreed on a new specification based on RFID technology back
in 2002. NFC consists of a set of close-range wireless communication standards that
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enable devices to transfer small amounts of data to each other. It is considered a
promising input to an innovative and sustainable mobile agenda.

The contactless feature of NFC enables the user to bypass several, often laborious,
steps on the way to reaching the core service. Furthermore, a gentle tap on specific tag
points can activate information services or transactional services and thus contribute to
bridge the gap between digital and physical worlds [2].

This paper presents user feedback on a set of NFC services addressing everyday life
routines, in a framework that recognizes mobile phone usage as highly individual [3].
The initiative referred to as the NFC City project has been run in the spirit of open
innovation and included partners in the telecom, banking, transportation, physical
access and information service sectors as well as academic institutions and govern-
mental bodies [4].

2 The Multi-service Trial

Many trials have been conducted to explore user reactions to NFC services [5]. Most of
them focus on single services and single routines and address the purchase/adoption
phase of a technology usage cycle. These limitations were challenged in the NFC City
project by conducting a trial where users were exposed to several services that they
could naturally relate to. The trial lasted for 17 months and involved 60 students (mixed
gender sample, 19-34 years, 25 % had no prior smartphone experience). They all
received an NFC enabled smartphone (Samsung S3) when entering the trial.

The following services were implemented and launched stepwise during the trial
period [6]: Prepaid coffee card; city bus travel card; housing access key; fitness poster
at the gym; check-in tags at campus; information tags for canteen menus, evening
events, timetables, and recent news from the student paper; and programmable tags for
the students to develop their own personalized services.

The project applied an explorative approach to a set of research questions [7] and
user feedback was collected throughout the trial (Fig. 1). This paper focuses on how
attractive NFC services should be implemented.

Fig. 1. User feedback was collected throughout the project period (Aug 2012 - Dec 2013)
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3 Findings

Key findings are here presented relative to the students’ daily routines. We will
however first describe the role of the smartphone within the sample.

Smartphone Usage. The new phone was positively received by the pilot users. One of
them put it this way (Dec2012 survey): “For the first time I use mobile Internet. Web
pages are easy to read – more easily than with my previous phones. Thus it is more
interesting. I discover new stuff almost every day.” A check some months later
(June2013 survey) showed that they used the new phone more often than the one they
had before. The number of downloaded apps varied from just a few to more than 50,
but most of them reported a number between 10 and 30 apps. They also claimed that
the phone had become a more essential artefact to them, illustrated by this quotation:
“Often I use the phone as pastime, - for instance when I wait for the bus or during
commercial breaks on TV. I can’t remember how I coped with these pauses before –

I would not like to return to an ordinary phone. I like the always on access to Internet.
Whenever I need information I can check. I like the camera as well – I don’t use my
digital camera any more. I fancy the way my phone substitutes my diary, camera, mp3
player, and so on - and thereby relieves me from the hassle of dragging all these
devices around.”

Leaving Home – Housing Key. Only 3 of the 60 participants got the opportunity to
use the NFC based housing key solution. The whole sample was asked about their
locking routines and where they kept their keys, etc. (most of them carried the key in
their pocket of their jeans or jacket), and a digital key integrated into the mobile phone
was regarded an attractive scenario.

We used an off-the-shelf hotel solution which included a snap lock feature, pre-
sumably a handy solution for hotel guests but not at all appreciated by the students.
Locking guests into their house was also mentioned as a drawback while on the
positive side the new solution ended numerous searches for keys. The possibility to
distribute temporal keys over the air – for instance to a visiting friend – was requested
but unfortunately not implemented in the trial solution. All in all, this rather simple
version of an NFC based key did not completely meet the users’ expectations.

Transportation – Travel Card. The students lived in different lodgings within a
distance of 5 km from the university. All of them were pretty close to bus lines passing
the campus area. The ticket validation was similar to ordinary plastic card validation –

one touch only. The bus ticketing card was only available during the four last months
of the trial period (see Fig. 1) but the pilot users responded very positively when asked
in the Dec2013 survey. One of the students phrased it this way: “It’s cool to have the
bus card on the phone. I bring it [the smartphone] with me almost all the time – then
the card is always there. No problems in use.” However the students were aware of the
potential add-ons that were not provided to them and exclaimed rather clearly that
“online topping-up of travel cards is a must!” They had also expected to be able to
download and install an app (from an ordinary app store) with options to check the
status of the card. A wish for lending out the travel card to friends was revealed as well.
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Organize the Day at Campus – Information Tags. Information tags were accessible
at campus from the start of the trial period. The overall usage was still limited. One of
the students explained it this way: “This was a very simple way of accessing infor-
mation. I would have used them [the information tags] even more if they better met my
personal needs”. The June 2013 survey showed that the users enjoyed the immediate
and easily accessible information, emphasizing the daily menu tag and the bus schedule
tags as particularly useful. These two information sources were both of the “quick
check” kind that seemed to be a preference, and the bus schedule tag was contextu-
alized as the content shown to the users was adjusted to the geographical position of
each individual tag. We also found that the need of educating the users should not be
underestimated, like for instance those who answer this way: “I did not use the tags
because I did not know how to use them and I was afraid of making a mess”.

Visiting the Canteen – Prepaid Coffee Card. The emulated prepaid coffee card was
accompanied by a status app showing the number of coffees left. The students got the
coffee by touching a dedicated tag on the coffee bar counter with the smartphone.
Disregarding some technical problems and the corresponding feedback related to that,
the coffee card was welcomed as a convenient and cool way of paying. Some of the
users pointed to cost as a reason to ignore the technical hassle: “I did not buy a coffee
card before it was offered at a reduced price. Until then the cost of problems and
inconvenience was too high”. Others emphasized efficiency aspects: “The machine is
very frequently out of order, which is disappointing, but when it works it is much
cheaper and faster to buy with phone”.

Training – Smart Poster Guide. A smart poster was placed nearby the training
equipment in the campus gym, providing access to detailed information on muscle
groups and how they best could be trained. The descriptions were accompanied by
instructional videos and pictures. The feedback varied from one extreme to another:
“… this is rather useless” /“… this is a fantastic opportunity”. Others were more
concerned about potential problems: “The phone is big, and without a cover, well,
I think the phone can be damaged by staying close to warm and sweaty skin… when
exercising I will focus on the activity – not paying attention to my phone.” However,
they reflected eagerly on what a more attractive smart poster might look like: “The
content could be more relevant”; “The poster should have more instructional videos”;
“I would like to check in at the gym with my mobile phone – that would make it
possible to count the number of visits and then calculate the actual price per visit”.

Back Home Again – Private Services. Carrying the mobile phone whenever and
wherever at home was normal behavior among our pilot users. Thus it was interesting
to see whether they welcomed the possibility to program tags for their private sphere.
Some expressed joy and enthusiasm, like this one: “Above the kitchen Table 1 have
placed a tag that activates a calendar app. Below another table there is a tag acti-
vating YouTube on the PC – which again is connected to the TV-set. I have tags for
managing burglar alarms, placed besides my bed. And more tags will come;-)” Others
were not fascinated at all. To encourage the tag production we invited them to join
workshops. Here one of them explained: “I did try to program a tag but I stopped
because I became uncertain. You know, I have my entire life stored on this phone”.
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She was afraid that content on her phone could be lost or accidentally transferred to the
NFC tag, or that unwanted data could be downloaded to her phone. The barrier was
removed when the manner of operation was explained to her, guided by her questions
and objections [8].

4 Discussion

The users were exposed to both pre-commercial services developed by professional
actors as well as dedicated information services developed by students for the project.
Furthermore, the everyday tasks that were addressed varied extensively. To select the
most successful service is thus neither fair nor feasible. Still the travel card solution
deserves particular attention as being by far the most used service.

Why did the travel card become the chosen one? One plausible explanation is that
we had a biased sample that already used the bus on daily basis. Hence, the users could
easily fit the service into existing routines of travelling. They experienced the smart-
phone as an easier means of validating tickets as it was always at hand (compared to
travel cards found in wallets, pockets or purses). As such the smartphone itself and its
capability of emulating a traditional plastic travel card provided the extra benefit. And
further, when the first travel was done they had a prepaid card and an easy way ahead
for the next travels.

Even though smartphones and NFC technologies add a new dimension to the
existing services by way of tapping for immediate access to services, a simple sub-
stitution strategy seems too weak [9]. This is particularly the case for existing services
that are experienced as efficient and successful. The travel card should, according to the
pilot users, be improved with “reading card status” and “online topping-up” features.
These functionalities can easily be offered by utilizing smartphone assets and resources
(screen, security mechanisms, computational power, storage, etc.).

In addition to asking for extra features the pilot users also wanted more relevant
services. These expectations can either be met by tailoring the features to individual
preferences or by implementing contextual or personal content filters. A touch on
today’s menu tag would appear personalized and smart if the result on the mobile
screen was presented according to individual taste, price and location preferences,
written in the user’s native language, and so on. By enabling users to tailor their own
features and services an extra dimension to the quest for personalization could be
added. This implies that service designers must not “lock” services into a particular
mode, but allow for adaptive and situated services.

Making the smartphone a versatile tool for nearly every task in daily life may create
paradoxical situations [10]. The more features added, and the more dependent the user
becomes regarding his/her smartphone, the more anxiety may arise in terms of trust,
security, privacy, etc. These concerns may reach a tipping point where the users
become reluctant to use new services.

A key issue seems to be whether users foresee the smartphone as the ultimate
device for “accessing the world”, or whether they feel a need to diversify risks and
pleasures by allowing other artifacts to address specific tasks. This implies that research
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must not only address the adoption or appropriation of services but also of the specific
devices that allow for services to be accessed, and the service environments for device
interaction.

5 Summary and Conclusion

In this paper we have presented findings from a longitudinal multi-service field trial
involving NFC-services developed for smartphones. The services were highly different,
addressing various aspects/tasks in everyday life. The house key was useful in the sense
that the key was never lost (people take care of their smartphones), while easily
accessible travel tickets were found most convenient by those taking the bus. The
training poster as well as the other information services did not add much to existing
habits but users believed them to have potential if more dynamic and tailored infor-
mation was added. Technical problems seemed to overshadow expected benefits of
keeping the coffee card on the mobile phone. The self-programming tags ended up
being used sporadically by many, while others embraced them fully, finding a range of
purposes they could address.

The services provided different benefits and evoked different emotions among the
users, and the list of drivers and inhibitors is as long as the list of services. This means
that transferability of adoption knowledge across services is not a simple task.

All in all, the “contactless” feature of NFC-services created an immediate wow-
effect. At the same time expectations were high as to what these services could bring in
terms of “new adventures” or in terms of “consolidating existing tasks and routines”.
Consequently, marketing something as “smart” implies that users expect novel ser-
vices with adaptive and personalized features and a sustainable wow-effect. Hence, the
real task of smart innovation is not (only) understanding technology itself, but grasping
both the “adventurous” and the “mundane” needs of consumers and how technology
may address these.
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Abstract. During the last years, Social Networks have been in the spotlight of
many researchers, trying to enhance them with pervasive features that will
simplify and facilitate users’ experience. One of the most innovative additions to
social networks has been the introduction of communities in users’ lifecycle.
However, there are still a lot of issues regarding the automation of this feature in
order to minimize user’s effort to discover new communities and as a result, to
improve his experience. In this paper, we introduce the use of communities in
location-based social networks. We also present the proposed systems archi-
tecture including Processes and Services.

Keywords: Communities � Social networks � Location-Based � MVC

1 Introduction

The concept of “Virtual Communities” (VC) based on social networks is now widely
accepted by millions of users worldwide. Many networking platforms have been cre-
ated, more or less differentiated from classical established networks, like Facebook [1]
and Twitter [2] attracting people with common interests and pursuits, thus building
virtual communities of users.

The MVC (Mobile Virtual Community) is the natural evolution of these commu-
nities, combining the features of a VC with the services offered by a smart mobile
device (smartphone) or tablet. As the usage of smartphones/tablets has increased and
the offered services have been improved, the MVC has ceased to be simply the mobile
version of VC. Instead, it has evolved and gained its own momentum.

There has been numerous works that deal with the existence of communities in social
networks and how we can take advantage of them. In [3], the authors view community
members relationships as cliques in a graph that represents the social network. They also
study members behaviour in communities and how their behaviour depends on the
communities that they belong to. Similarly, in [4] the authors identify communities in
social networks, based on interests and activities of users. Finally the authors in [5]
propose a model based on social theory, in order to find communities in dynamic social
networks. They present a social cost model and formulate an optimization problem in
order to find the community structure from the sequence of arbitrary graphs.
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A survey has been conducted in [6] where the authors recognize the importance of
communities as a feature of social networks. They also state the need for discovering
communities in social networks and present some proposed approaches. They also
introduce various types of social network and suggest a classification for community
detection methods based on the type and nature of social networks.

In this paper, we combine the location-based social networks with the evolutionary
concept of MVCs. Specifically we propose an innovative system architecture that takes
advantage of the existence of MVCs, and adapts the popularity of nearby locations
according to the communities that a user belongs. In addition, user preferences for
specific locations, including the number of checkins as well as user’s rating, are being
processed in order to suggest MVCs to each user.

The following sections present in detail the designed architecture for the imple-
mentation of the abovementioned service, including foreseen components and the
specified interactions among them. The architecture is designed using ArchiMate® [7]
showing the application layer entities (application functions) and their relationship.

2 Popularity Options

The Popularity options service is responsible for collecting users’ preferences,
regarding the results that users expect to receive. Users can define the average age in
order to display the results of popularity that relate to specific age groups. They may
also choose to show results depending on the daytime period (morning, afternoon,
evening) or choose a time window in which to limit the search results to the appli-
cation. Finally, users are able to choose whether the results of the application will
depend on a list of communities they have selected and they are registered to.

Figure 1 states the main application functions and components together with rel-
evant interfaces and information flows for the Popularity options service. As shown,
the following functions have been identified for the application layer:

• Retrieve Avg Age: this application function retrieves the average age that the user is
interested in, in order to adapt the popularity list of the nearby locations.

• Retrieve Time Criteria: this application function retrieves the time criteria the user
is interested in, in order to show the popularity list according to the daytime period
(morning, evening, night).

• Retrieve MVCs: this application function retrieves the list of MVCs that the user is
part of and desires to include them to the computation of the popularity statistics. In
this way, the popularity list of the nearby locations will be adjusted according to
other users’ rates that belong in the same MVCs.

• Retrieve Time Interval: the time interval that the user wants to adjust the popularity
statistics is retrieved with this function. For example, the user might be interested in
producing a popularity list with ratings that took place during the last week or
month.

• Send to platform: this function is responsible to communicate with the remote
platform and to send users’ preference in order to be elaborated.

126 P. Kosmides et al.



3 MVC Aware Machine-Learning Engine Training

The MVC aware machine-learning engines training service is responsible for the
centralized training of machine-learning engines which will be used by the MVC
Suggestions service (described in Sect. 4). The centralized training is made on the
platform side.

Figure 2 summarizes the main application functions and components together with
relevant interfaces, main data objects and information flows for the MVC aware
machine-learning engines training service.

As can be seen from the diagram presented, the application functions can be
divided into two categories. The following application functions have been identified
for the first category:

• Retrieve CheckIns per MVC: this application function retrieves the checkIns that
have been made to one location from members that belong to a specific MVC. This
is made for all available MVCs and data are retrieved from the MVCDB (MVC
Database).

• Retrieve Rating per MVC: this application function retrieves the ratings that have
been made to one location from members that belong to a specific MVC. This is
made for all available MVCs and data are retrieved from the MVCDB.

• Generate MLE: this application function is responsible for the creation of the
Machine-Learning Engines that will be used for the training process.

• Retrieve Relevant Training Datasets: this application function retrieves the relevant
dataset that will be used for the training process from the MLTDB (Machine
Learning Training Database).

• Select training options: this application function selects and defines the training
options for training the datasets.

• Perform MLE Training: MLE training is performed on this application function
with regard to the retrieved training datasets and the options that were defined in the
previous application functions.

• Store MLE: the resulting MLEs are stored in the MLEDB (Machine Learning
Engine Database) through this application function.

The above mentioned application functions are implemented by the application com-
ponent named MLE Training Execution.

The application functions of the second category are:

• Periodic Triggering: this application function periodically sends messages to trig-
ger the Machine-Learning Engine Training.

Popularity Options

Retrieve 
MVCs

Retrieve 
Time interval

Retrieve 
Time Criteria

Retrieve Avg 
Age

Send to 
platform

IPopularity
Options

Fig. 1. Popularity options – main application components, functions and interfaces.
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• Retrieve Manual Trigger: this application function allows manual triggering of the
Machine-Learning Engine Training.

• Retrieve events: this application function triggers the Machine-Learning Engine
Training based on events.

• Trigger MLE Training Execution: this application function is responsible for trig-
gering the MLE Training Execution component, after it receives the appropriate
message from the above functions.

These application functions are implemented by the application component named
MLE Training Scheduler. The main purpose of this component is to initiate the gen-
eration of new MLEs.

4 MVC Suggestions

The MVC Suggestions service is responsible for performing estimation of the MVCs
that a user may be interested in, according to his preferences.

Figure 3 states the main application functions and components together with rel-
evant interfaces, main data objects and information flows for the MVC Suggestions
service. The applications that can be identified from the diagram are the following:

• Retrieve Popularity Options: this function retrieves the popularity options that the
user has defined from the Popularity options service.

• Retrieve Related MLE: the MLE that has been trained from the MVC aware
Machine-Learning Engine training service is retrieved from MLEDB (Machine
Learning Engine Database).

MVCDB
MVC Database

MLTDB
Machine Learning 
Training Database

MLEDB
Machine Learning 
Engine Database

MVC aware Machine-Learning Engine training

MLE Training Execution

Generate 
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MLE Training Scheduler
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Relevant 
Training 
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Perform MLE 
Training Store MLE

Retrieve 
Ratings per 

MVC

Retrieve 
CheckIns per 

MVC

Select 
training 
options

Trigger MLE 
Training 

Execurion

Retrieve 
events

Retrieve 
Manual 
Trigger

Periodic 
Triggering

IMLETraining

Fig. 2. MVC aware Machine-Learning Engine training – main application components,
functions, interfaces and data objects.
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• Use alternative means for MVC suggestions: in case there is any problem retrieving
data required for successfully estimating the suggestions list, such as no relevant
MLE having been created yet, this function uses a fallback mechanism to provide
estimations with alternative means.

• Estimate MVCs for Suggestion: This function finally provides the estimated list
with suggested MVCs.

5 Device Triggering

The Device triggering application component, which runs on the mobile device, is
responsible for triggering the MVC aware Machine-Learning Engine training service
after specific events that take place on user’s mobile device (Fig. 4).

For the Triggering events for MLE component, the application functions that have
been identified are the following:

• Retrieve CheckIns: this application function retrieves user’s checkIns that were
made on a specific location.

MLEDB
Machine Learning 
Engine Database

MVC Suggestions

Estimate MVCs 
for Suggestion

Retrieve Related 
MLE

Retrieve 
Popularity 
Options

Use alternative 
means for MVC 

suggestions

IPopularity
Options

IMVCSugg
etions

Fig. 3. MVC Suggestions – main application components, functions, interfaces and data objects.
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Fig. 4. Triggering events for MLE – main application components and functions.
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• Retrieve Rating: this application function retrieves the ratings that the user has made
for a specific location.

• Retrieve users’ MVCs: this application function retrieves the MVCs that the user
selects to include in his popularity options.

• Trigger MLE: this application function triggers the MLE training mechanism.

The main purpose of this component is to initiate the generation of new MLEs and its
application functions are not mapped to any business layer processes.

6 Conclusions

In this paper, we have discussed on a novel approach for robust and accurate estimation
of Mobile Virtual Communities that match users’ preferences through the deployment
of machine learning techniques which render the mobile device capable of learning
over time to predict and provide suggestions to users. The application and business
layers of the identified architecture, including foreseen components and their interac-
tions, were presented in detail. Further research activities include the implementation of
the discussed approach, proving the concept’s wide degree of feasibility.
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Abstract. Smart Cities have received a significant amount of attention in recent
years. The East London Smart City Public Safety Project aims to use citizens as
an information source in order to report qualitative data in a natural language
format. In order for this approach to be successful, an appropriate means of
motivating citizens to contribute their observations voluntarily is necessary, and
thus the aim of this paper. Motivational factors are identified through a survey
administered to participants who have reported public safety matters. The survey
is based on the constructs of the Theory of Planned Behaviour, namely: Attitude
Toward Participation, Subjective Norm and Perceived Behavioural Control.
From this study, it emerges that attitude toward reporting public safety matters
and societal pressures are the most relevant factors determining a citizen’s
motivation to report public safety matters.

Keywords: Crowdsourcing � Motivation � Public safety � Smart city � Theory
of Planned Behaviour

1 Introduction

The rapid growth of urban populations has given rise to concerns about the effective
management of the city. Notable concerns arising from rapid urbanization include:
waste management, human health concerns, traffic congestion, inappropriate infra-
structure and similar public safety issues (Caragliu et al. 2011). Nam and Pardo (2011)
estimates that half of the world’s population lives in cities, and to avoid a resultant
crisis, new ways of managing and operating the city are necessary. This has given rise
to discussions of the smart city, especially as this trend is expected to continue for
years.

Several working definitions of the smart city concept have been offered in literature.
The key characteristics of a Smart City which can be derived from these definitions are:
Infrastructure, Technology as an enabler and Coordination of city resources (Nam and
Pardo 2011). These characteristics, in particular the coordination of city resources, are
relevant to the Smart City Public Safety Project which provides a platform for the
citizens of East London to report public safety matters they observe. For this purpose,
an interactive voice recording (IVR) system was developed to record the contributions
reported by the citizens. From these reports, information is extracted in order to identify
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trends in the collected data. These trends can be used by the relevant authorities in
order to ensure public safety matters are dealt with proactively rather than reactively by
planning necessary interventions. However, in order for this approach to be effective
sufficient data needs to be generated by the citizens (Cilliers and Flowerday 2013). For
this reason, ensuring citizen’s are motivated to contribute public safety reports is a
necessary concern.

While the value of this project for East London citizens should be apparent, par-
ticipation has been relatively low. Thus, the factors that affect motivation to participate
in the Smart City Public Safety Project need to be investigated. As participation in this
project is voluntary, these motivational factors differ to those of traditional systems.
The Theory of Planned Behaviour provides the theoretical framework for this study.
This theory was chosen as it has been used by numerous studies to understand people’s
motivations to perform certain tasks (Azjen 1991). In this study, the motivational
factors impacting on a citizen’s decision to report a public safety matter via the IVR are
the focus.

A survey based on the constructs of the Theory of Planned Behaviour (TPB) was
administered to those citizens who had participated in the Smart City Public Safety
Project by reporting a public safety matter they had observed. The participants identified
the importance of the motivational factors to further participation in the project. The
results from the survey were analysed making use of descriptive statistical analysis.
From the survey results, attitude toward reporting public safety matters and societal
pressures are the most relevant factors determining a citizen’s motivation to report
public safety matters. This suggests the need to enhance the sense of value a citizen
experiences from contributing to the Smart City Public Safety project.

2 The Context: The Smart City Model and Public Safety

As described previously, urbanization has placed city resources under severe strain and
new means of providing effective service delivery are necessary. Rotiman et al. (2012)
point out that citizen’s reports about public safety matters may contain important
information not usually obtained through traditional routes. Thus, crowdsourcing is
proposed as an effective method to collect data from the citizens in order to overcome
the challenges presented by continued urbanisation. This was the approach used in the
Smart City Public Safety Project. The Smart City Public Safety Project was carried out
in East London, South Africa, which falls within the Buffalo City Municipality. The
current population is estimated at 440 000 (StatsSA 2012). In terms of public safety
matters, the Directorate of Health and Public Safety provides for traffic and law
enforcement, fire and rescue services, and disaster management (Cilliers and Flowerday
2013).

The Public Safety Crowdsourcing Project was initiated in order to propose and test
a participatory crowdsourcing model for a developing country. An Interactive Voice
Recognition (IVR) system was developed to provide a platform for citizens to report
public safety matters. The IVR directed citizens through the process of reporting a
matter via voice prompts (Cilliers and Flowerday 2013). Participants from the East
London area were recruited through newspaper advertisements, distributed flyers and
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social media. In order to record public safety reports, participants were required to first
register on the Project’s website and accept the terms and conditions for participation.
After registering, participants were expected to place calls to the IVR to report public
safety matters. Thereafter, they completed the online survey to comment on the
motivational factors impacting on their contribution.

Crowdsourcing is recognised as an innovative means of creating value from willing
participants (Hammon and Hippner 2012). This involves the collection of information
from a large group of people for a particular purpose, rather than relying on the
individual contributions traditionally expected. For the Public Safety Crowdsourcing
Project, the type of information required concerns public safety matters. By accessing
the collective knowledge of the crowd about these public safety matters, the relevant
authorities are able to obtain more accurate information on which to base planning for
future interventions than would otherwise be possible (Hammon and Hippner 2012). In
this way, the citizens are viewed as the sensors which provide relevant information.

In the public safety context, the salient benefit of crowdsourcing is the use of
ordinary citizens to provide data on events they observe. However, this relies on the
citizens motivation to participate (Satt 2011). The gathered data can be used to the
benefit of the citizens in order anticipate future public safety matters and identify trends
which indicate repetitive concerns (Bhana et al. 2013). This is consistent with the trend
toward proactive approaches to handling public safety matters.

3 Theoretical Background: Theory of Planned Behaviour

The theory of planned behaviour has relevance to this study as it is centered around the
user (in this case citizen) and their intention to perform a behaviour (in this case report
public safety matters via the IVR). These intentions represent the motivational factors
affect the behaviour desired (Azjen 1991). Azjen (1991) asserts that the stronger the
intention, or motivation, the more likely the behaviour is to occur. Thus, in this study,
the stronger the motivation, the more likely citizens are to report public safety matters.
The theory of planned behaviour is depicted in Fig. 1 on the next page.

It is important to note that the motivational aspect is only relevant if the behaviour
is under “volitional control” (Azjen 1991, p. 181). Thus, the citizen should be able to
freely decide whether or not to report a public safety matter, regardless of other
influencing factors. The other influencing factors relate resources and opportunities.
These factors have previously been studied in this context (Piderit et al. 2013). This
previous study acknowledged that cost is a relevant barrier for citizens placing calls to
the IVR. In particular, telecommunications costs are an important barrier as these are
relatively higher in South Africa. For this reason, the current phase of the project
involves an incentivized approach to reduce the impact of these factors.

As this paper focuses on motivation to report public safety matters, it is assumed
that the above approach would ensure that resource and opportunity needs are met.
Citizens are therefore free to decide whether or not to place a call to the IVR. This
decision is the focal point of this study. The theory is based on three factors which
impact on intention (or motivation), namely:
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1. Attitude Toward the Behaviour: This refers to the positive or negative feeling a
person has regarding performing the behaviour (Azjen 1991). In this study, this is
the citizen’s positive or negative feelings about reporting a public safety matter.

2. Subjective Norm: This refers to the social pressure to perform the behaviour (Azjen
1991). In this study, this refers to the extent to which citizen’s feel that reporting a
public safety matter is viewed favourably by their peers.

3. Perceived Behavioural Control: This refers to the ability to perform the behaviour
(Azjen 1991). In this study, this is the level of difficulty the citizen perceives to be
involved in the reporting of public safety matters.

Based on this theory, a questionnaire was developed to test the relevance of these
elements. The method used for this study is described in the next section.

4 Method

The survey administered to participants was based on the constructs of the Theory of
Planned Behaviour as follows:

1. Attitude Toward Act or Behaviour: Respondents were asked to comment on the
extent to which they found it useful to report public safety matters.

2. Subjective Norm: Respondents were asked to comment on the extent to which they
feel it shows empathy to people at risk to report public safety matters.

3. Perceived Behavioural Control: Respondents were asked to comment on the extent
to which they feel better because they are doing something by reporting the public
safety matter.

In total 400 people participated in the Public Safety project. Of these, 199 made
complete, usable calls. 52 of these participants completed the survey. The Cronbach
Alpha for the three constructs tested in the survey is 0.79 which is considered
acceptable for studies leaning toward social sciences (UCLA 2013).

Fig. 1. The Theory of Planned Behaviour (Azjen 1991)
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5 Identifying the Motivational Factors for Contribution
to the Smart City Public Safety Project

The questions in the survey administered to the participants of the public safety project
focused on the motivational factors relevant to making a contribution in the form of
reporting a public safety matter. The results of these questions are reported in (Table 1).

The results indicate that the participants found attitude toward participation and
subjective norm (societal pressures) to be significantly more important as motivational
factors than perceived behavioural control.

6 Recommendations: Motivating Citizens to Contribute

From the survey results, attitude toward reporting public safety matters and societal
pressures are the most relevant factors determining a citizen’s motivation to report
public safety matters. Thus, the citizens feel that they are able to make an appropriate
decision with regards to whether or not to report public safety matters. Both subjective
norm and attitude toward participation indicate that citizens are motivated to partici-
pate by the prospect of a more efficiently run city. The improved functioning of the
city will in turn benefit the citizens in terms of an improved standard of living.
Currently, an airtime incentive is being offered in the second phase of the project, in
order to overcome the key barriers to participation. Consideration is also being given
to the role of feedback loops with city management and citizens as a motivational
means.

7 Conclusion

This paper tested the three constructs of the Theory of Planned Behaviour in order to
determine the key motivational factors for contribution to the Smart City Public Safety
Project. From the findings of the survey, attitude toward reporting and societal pres-
sures emerged as key motivational factors. This suggests the need to enhance the sense
of value a citizen experiences from contributing to the Smart City Public Safety
project.

Table 1. Survey results

Construct Median Mean Agree Disagree

Attitude Toward Participation 1 (Strongly Agree) 1.80 (Agree) 80.49 % 9.76 %
Subjective Norm 1 (Strongly Agree) 1.61 (Agree) 80.49 % 4.88 %
Perceived Behavioural Control 1 (Strongly Agree) 1.95 (Agree) 68.29 % 12.20 %
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Abstract. Mobility is a critical requirement for cities, but broadly accepted
mobility concepts are difficult to realize. Environmental hazards, high costs,
complex planning processes, affordability, accessibility and safety are crucial
factors. Also, the demographic change in line with increasing individual
transportation needs and mobility profiles aggravate a sustainable and topical
planning of urban mobility. As the understanding of human needs is vital for the
acceptance of novel mobility concepts, we explored pro- and contra-using
motives for public transportation as well as aspects of conditional acceptance.
Using an empirical approach, 580 persons answered a questionnaire in this
regard. The results allow insights into opinions of age and gender related
mobility needs in the public transport sector.

Keywords: Public transport � Mobility pattern � Acceptance � Pro-using
arguments � Contra-using arguments � User diversity

1 Motivation and Related Work

Traffic situations in many cities worldwide have reached critical proportions. Not only
do bumper-to-bumper traffic jams congest cities each day, especially at peak times. But
environmental hazards such as the climate change and increasing CO2-emissions urge
communities and urban planners to sensibly develop novel public mobility concepts
which might adapt to the critical mobility needs of modern cities. In addition, the
demographic change has a considerable impact on mobility concepts: An increasing
portion of older adults travelling around as well as the changed biographical roles and
duties (children’s ride to and from school or kindergarten, short distance city trips,
tourist excursions or profession car poolers) require highly flexible transport systems at
multiple scales (e.g., day-by-day or seasonally). Such transport systems should meet
community needs such as accessibility, comfort, safety, sustainability, affordability, but
also climate-related needs. In order to be context-adaptive, mobility options must be
intermodal, flexible, and designed as “door-to-door” mobility chains [1]. Yet, in most
of the European municipalities and communes, there is a predominantly technology-
centered planning of infrastructural public mobility concepts. Even if technical and
economic factors are key criteria for feasible and affordable mobility services, mobility
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includes also a strong behavioral component [2] in relation to different mobility needs.
Persons at different points in their life might have varying preferences with regard to
specific means of transportation, be it as a matter of customization [3], family habits
[4], or specific mobility needs, and one type of transportation might be perceived as
more appropriate than others [5, 6]. Personal traits (standard of comfort, environmental
morality), age and generation [7], but also gender do play a considerable role in
transportation habits [8, 9]. As there is an urgent need in understanding people’s
attitudes towards the use of public transportation, this exploratory study aims at
revealing user opinions regarding the use of means of public transportation, including
all types (buses, trains, subways, etc.). Beyond pro-using arguments, on the one hand,
and con-using arguments, on the other, possible circumstances are explored under
which users would be willing to adopt public transport in the near future.

2 Method

To reach a large number of participants, the questionnaire method was chosen.
Participants were asked via email to take part in the study. Completing the question-
naire took about 30 min. Items were taken from argumentation patterns of focus group
studies [10, 11] which were carried out prior to this study. In total, 580 persons (17–86
years (M = 31.3 years; SD = 11.6); 47.6 % women took part. In age group 1, the mean
age was 22.5 (SD = 2, N = 200); in age group 2, the mean age was 30.1 (SD = 3.5;
N = 292), and in age group 3, the mean age 54.1 years (SD = 9.9; N = 88). As
independent variables, gender and age were examined. Three age groups were formed:
(1) <25 years of age, (2) 26–40 years (beginnings of the professional career), and
(3) 41 + years (high professionals). Dependent variables were the levels of (dis)
agreement to the pro public transport arguments and to the contra public transport
arguments. Pro- and con-arguments were categorized within four dimensions (comfort,
ecology, economy, and efficiency).

(1) PROs for using public transport

– comfort-related arguments: convenience, restfulness, possibility to take other per-
sons/animals, sightseeing, time for other things (e.g., read, work, sleep)

– ecology-related (‘green’) arguments: eco-friendliness, to be outdoorsy
– economy-related arguments: low costs, affordability, price-performance balance
– efficiency-related arguments: punctuality, start points nearby, good availability,

efficient destination reachability, flexibility, continuous mobility.

(2) CONs against using public transport

– comfort-related arguments: inflexibility, stressful, discomfort, disturbing travel
passengers, too close contact with other passengers, overcrowded

– ecology-related (‘green’) arguments: ecological damage, weather dependency
– economy-related arguments: high costs, long waiting times
– efficiency-related arguments: lacking availability, slow locomotion, unpunctuality,

lacking possibility to do other things (e.g., working), unreliability.
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(3) Reasons for changes in mobility patterns: if changes occur in…

financial situation, health, movability, family situation, living situation, mobility
needs, quality of public infrastructure.

3 Results

Data was analyzed by using M(ANOVA) procedures with repeated measurements. The
significance level was set at 5 %.

3.1 Evaluation of PRO Arguments

The MANOVA yielded a significant omnibus effect of age (F(2,586) = 14.3;
p < 0.000). The age effect was most prominent in ecology (F(2,586) = 20.2; p < 0.000)
and economy related arguments (F(2,586) = 39.8; p < 0.000), both being less important
with increasing age (Fig. 1).

Beyond the main effect of age, significant interacting effects of gender and age were
revealed (Fig. 2) regarding ecological (F(2,586) = 14.4; p < 0.000), economic
(F(2,586) = 8.2; p < 0.000), and efficiency related arguments (F(2,586) = 9.7; p < 0.000).

3.2 Evaluation of CON Arguments

The next analysis is directed at the perceived barriers (Fig. 3). Again, a significant
omnibus effect of age was found (F(2,586) = 5.6; p < 0.000) that reached significance
for ecological (F(2,586) = 3.8; p < 0.02), economic (F(2,586) = 7.1; p < 0.001), and
efficiency related arguments (F(2,586) = 8.9; p < 0.000). With increasing age, eco-
friendliness is more while costs and efficiency are less important as decision criteria for
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Fig. 1. Age effects on pro-using arguments.
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the use of public transportation. Also, the significant interaction of age and gender
(F(1,586) = 7.4; p < 0.000) revealed that environmental arguments are less important
for young males in contrast to all other (age and gender) groups (not pictured here).

3.3 Conditional Acceptance Criteria

Finally, conditional circumstances were collected which could increase the acceptance
to use public means of transportation (Fig. 4).

Considerable age effects were present regarding the evaluation of conditional
acceptance towards using public means of transportation (F(2,586) = 11.8; p < 0.000).
The oldest group seems to have quite different priorities in most of the lines of argu-
mentation compared to the youngest group. The middle-aged group was partly in line
with the oldest group (e.g., out of restricted mobility), partly with the youngest group
(e.g., when the living situation, the family situation or the place of residence changes).
Also, women reported to have a significantly higher conditional acceptance in contrast
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to men (F(1,178) = 2.4; p < 0.004) and they were more willing to change their mobility
patterns depending on external reasons (e.g., change in family situations, living in
country side) than men.

4 Discussion and Conclusion

Technological, infrastructural, or economic criteria are almost always the exclusive foci
during the urban planning of mobility concepts and do not include the public. How-
ever, current developments show that ignorance towards human needs within the
technical planning process of urban mobility might raise public protests and decision
delays. The latter could be avoided if human mobility needs would be integrated early
in the development process and if adequate and individually tailored public information
and communication concepts would be launched. In order to understand human
opinions with respect to using motives and barriers when using means of public
transportation, an online survey was carried out and completed by 580 persons in
Germany. Prior to the questionnaire, focus groups were run to find out which argu-
mentation patterns and mental models about mobility needs prevail.

Overall, there was a higher positive motivation to use public means of transport
than a negative motivation towards the usage of public transport (taken from the higher
scores on confirmation of pro-using compared to contra-using arguments). Main pro-
using motives were economy- and ecology-related reasons. Contra-using arguments
were mostly the low comfort and the comparably low efficiency (unreliability,
unpunctuality) of public transportation means.

User diversity is a critical factor for the usage of public means of transport. With
increasing age, economy arguments were less and ecological arguments more impor-
tant. Apparently, age corresponds to a higher awareness of responsibility for future
generations as well as sustainability on a larger scale in terms of environmental
morality. Environmentally friendly mobility concepts are also crucial for women,
possibly due to their more family related perspective.
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Insightfully, there are no static pro- or contra argumentations for or against a
specific means of transportation. Mobility behaviors are not a question of faith or
affinity to specific means of transportation. Rather, acceptance follows a highly context-
related and situational dependent view. Persons are to a much lesser extent committed
to a specific vehicle type or form or modality; they rather do respond to individual
preferences and situational needs, be it ecological or economical or efficiency or
comfort-related. Participants reported to wish for many different mobility options and
travel alternatives that should be available all the time, have easy booking and regis-
tration interfaces, a high interconnectivity and intermodal mobility services (car, bus,
tram, bicycle, or car sharing), as well as offer an easy and integrated accounting
procedure across transportation means [12]. Having the full choice, dwellers then could
adapt their mobility habits to individual and situational needs depending on family
roles, private or professional needs, as well as life-long mobility patterns. Thus,
mobility and urban planners might have to re-think. Mobility services should not only
be designed according to technical and infrastructural or economic factors, but they
should be designed along human-centered mobility and travel chains, with intermodal
mobility services including different types of transportation means. These results may
also have an impact on information and communication aspects for novel urban
mobility concepts. The usage of public transport should not be praised as a patronizing
top-down reasoning. Dwellers require mobility concepts that integrate their natural
mobility needs and user diversity in the individual travel profiles, and also offer a
timely and transparent public information and communication procedure.
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Abstract. Although many electric cars are readily available on the market and
the charging infrastructure is expanded, the majority of people is still reluctant to
buy and use an electric car. It is assumed that underlying motives and mental
models play decisive roles for the acceptance. To gain insights into laypeople’s
concepts concerning electromobility, three focus group studies on perceived
benefits and barriers with a total of 24 participants were conducted in which the
participants discussed their perceived benefits and barriers of electric mobility. It
was found that while participants’ perceived benefits referred almost exclusively
to environmental issues, the barriers concerned multiple thematic areas such as
costs, infrastructure, security of the technology, and practicability. Overall, it has
become obvious that many misconceptions and prejudices against electromo-
bility and electric cars still exist which can only be overcome by adequate
information and communication concepts.

Keywords: Electromobility � Technology acceptance � User-centered design �
Urban systems � Focus group study

1 Introduction

More and more people will live in cities, bringing with them cars for individual
motorized transport. This leads to increased traffic which, in turn, negatively affects the
city climate. Already today, many cities regularly exceed the limits for fine particle
concentration. Electric cars provide a solution to this problem without limiting the users
in their access to individual motorized transport. Moreover, they are able to run on
environmentally friendly, sustainable sources of energy instead of fossil fuels like
traditional cars with combustion engines.

Despite these advantages over traditional cars, the market adoption of electric cars
is slow: In Germany, only 6,000 of all cars newly registered in 2013 were electric cars,
which equals a share of 0.2 % [1]. It is therefore essential to understand usage motives
and barriers of potential users to be able to develop adequate communication and
information strategies which ultimately can foster acceptance for electric cars.

Current acceptance research on electric mobility covers a wide range of methods
and thematic areas. General acceptance studies include field studies on the relation
between driven distance and attitude towards electric mobility [2], studies on the social
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influence on perception and preference for electric vehicles [3], stereotypes on electric
mobility [4], and studies on the influence of user factors on acceptance and preferences
for electric cars [5, 6]. Other research focuses on special aspects of electromobility,
investigating, e.g., psychological barriers of range [7].

While most of the studies used a quantitative approach, only few studies can be
found that report the results of qualitative approaches although these are especially
useful for new, not yet established technologies for which the acceptance-relevant
parameters are not yet known. One of the few examples is Hoffmann et al. [8] who
selected focus groups according to profiles of future users to discuss particular use
cases of electromobility.

We applied a two-step research approach to gain a better understanding of user
requirements and perceived barriers of electromobility. First, exploratory focus group
studies were conducted which will be presented in this paper. Based on the results, a
quantitative user study using an online survey was conducted [9, 10].

2 Focus Group Study

Three focus group studies were conducted in 2012. Participants were recruited among
acquaintances and fellow students. The focus groups lasted around 2.5 h and were
carried out on university campus. Two students who had received prior training
moderated each focus group. Data were collected via audio-recording and note-taking
by assistants who were not involved in the discussion.

2.1 Participants

The three focus groups were different with regard to the user characteristics of the
participants. While group 1 contained mainly female students in their mid-twenties,
groups 2 and 3 were more mixed regarding age, gender distribution, and job status.

2.2 Results

Although the groups were mixed in terms of participants, very similar concerns
regarding electromobility were raised.

In the first group (7 participants), which consisted mainly of female students,
different areas of application for electromobility were discussed. Although none of the
participants could imagine buying an electric car themselves, they suggested that
electric cars would be useful for courier services such as mail delivery. They also
thought that taxis could be electric as well, as they are parked, often for longer periods
of time, while waiting for customers, and they could use this time for recharging. This
group had mixed opinions about using electromobility in public transport. On the one
hand, they feared an increase of ticket prices as a result of the expensive e-busses (“It’s
clear who will have to pay the extra price”). On the other hand, one participant raised
the idea that public transport could become cheaper by using electric busses, as they
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would not have to rely on expensive gasoline anymore. Overall, however, e-mobility in
public transport was seen as more feasible than in private, individual transport.

General comments that were made about electric cars for private use concerned,
e.g., the driving experience itself, which one participant expected to be like a normal
car. Another participant was not sure if “they drive like normal cars,” which expressed
a general lack of knowledge about electromobility. Also, participants wished for bigger
e-cars with more storage space and seats, probably because they had small 2-seaters
like the Renault Twizy in mind when thinking about e-cars. Furthermore, they criti-
cized that most e-cars they knew looked ugly, “like some cars out of the future,” and
wished for a more conventional design.

A lot of comments referred to security issues and it became clear that especially the
battery of an e-car was a reason for concern. Participants feared, for example, leakages
and the danger of explosion and thus concluded that accidents with electric cars would
be more dangerous for the driver. They also had the impression that electric cars were
less robust and would therefore “lose” in a crash with a traditional car. The missing
engine noise was also discussed controversially as blind and old people with hearing
disabilities could not rely on the sound anymore to recognize a car approaching them.

Much of the discussion also evolved around the topics of range and charging.
Participants agreed that the range should be extended to at least 200 km and that
flexibility would decrease if they had to “calculate how far (they) will be able to drive.”
They suggested using hybrid cars or range extenders so they would not “get stuck
somewhere” once the battery was dead. One participant voiced that she would not be
willing to drive more slowly just to go easy on the battery: “It’s embarrassing and I
would need twice as much time.” Concerning the charging process, participants agreed
that it took too long to recharge the e-car. They suggested that charging stations at
home and at the workplace would be useful so that the car could recharge overnight and
during working hours.

Environmental aspects were also discussed with regard to the source of electricity
for the e-cars. The focus group members had the opinion that e-cars are not necessarily
environmentally friendly as long as electricity is generated from fossil fuels or nuclear
power plants.

In the second group (9 participants), which was mixed regarding age, gender, and
job status, the arguments of the discussion were similar although more emphasis was
placed on the general immaturity of electric mobility. For fields of application, par-
ticipants, like those of group 1, also suggested that electric cars would be handy for
companies with a lot of short-range deliveries such as pizza delivery, taxis, but also car
sharing companies. In addition, they suggested that persons with prestige who drive a
lot could function as role models, e.g., city majors. They did not dismiss the idea of an
electric car for private, individual transport entirely but found that electric cars would
be suitable as “second cars,” in addition to a traditional car that could be used for long-
distance trips. They were concerned that electric busses in public transport could not
take as many people on board as a traditional bus, because of the lower power of the
battery compared to a combustion engine.

General aspects discussed included, also like in group 1, the look of the electric
cars. Participants agreed that most e-cars looked ugly and that they should not look
different from traditional cars. When showing them pictures of e-cars resembling
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traditional cars, they commented that we had “selected good looking ones” which
shows that the mental models of electric cars and actual e-cars diverged. Our group 2
participants stated that a requirement would be that the e-car is comfortable. The high
costs of electric cars in comparison to traditional cars were also discussed.

Interestingly, the security aspects were also very similar to those discussed in
group 1. In group 2, the danger when it comes to accidents such as leakage of battery
acid, static charge, electric shocks, and short-circuits were mentioned. These thoughts
were raised almost exclusively by a female participant, which mirrored the concerns of
the all-female group 1. Additionally, danger from lightning was discussed although one
expert dismissed this concern. Like in group 1, e-cars were associated with “plastic
cars” and thus not considered as secure and robust as traditional cars. A further concern
already raised in group 1 was that the reduced noise level could lead to e-cars being
overlooked because people are used to listening for cars, but the participants of group 2
also recognized the benefit of reduced noise stress.

Arguments concerning the range and the charging process were also exchanged.
Similar to group 1, participants of the second group found it “stressful” to plan the
recharging. They had diverging opinions about which range was already possible today
but mentioned a range extender to overcome the problem. Although they wished for an
extended range, they were aware that the existing range is probably sufficient for most
people, even if they commute to work each day. The laypeople in the group were also
concerned about “memory-effects” of the battery, meaning that with more and more
charging processes, the battery’s maximum capacity would decrease. The expert in the
round, however, denied this worry. Participants also discussed a trade-off between
battery size and storage capacity of the car. They thought that with increased battery
size, the range would also increase but at the same time, the storage space in the car
would decrease. In contrast to this, a small battery would probably allow less range but
also increase the storage capacity in the car, e.g., for passengers, bags, etc.

In general, participants of group 2 discussed many aspects related to the perceived
immaturity of the technology. They had the impression, for example, that the grid is
not ready yet to provide the extra amount of electricity to recharge e-cars. Also, it could
be a problem that garages are not fit to deal with electric cars in case of problems.
Participants also criticized the lack of charging infrastructure. Concerning the battery,
they found that the weight-performance ratio was negative and thus research on lighter
and more efficient batteries is needed.

Environmental aspects were discussed more controversially than in group 1. Not
only was it mentioned, like in group 1, that the e-car is only as environmentally friendly
as its source of electricity but the battery was also seen as a source for concern. After
all, it has to be disposed of somewhere. In contrast to group 1, group 2 recognized the
benefit of electric cars for the city climate and discussed the possible reduction of fine
particles in the city. One participant seriously considered buying an e-car because of its
environmental advantages that would give him a “clear conscience.”

The third group (8 participants), like the second, was also mixed with regard to age,
gender, and job status. Concerning the fields of application, electromobility was
thought to function well in public transport. The participants elaborated on the idea of
inductive charging, so that busses could recharge while waiting at bus stops. They were
aware that research on this topic is already going on.
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The group exchanged opinions on the range and the charging process, and it
became clear that they were unsure how far an electric car was actually able to drive
nowadays. They, like the other groups, criticized long recharging times. Innovative
ideas for charging stations included supermarket parking spaces and street lights which
function as charging stations.

They found, like group 2, that the battery is a potential environmental hazard
because of its production and disposal processes.

Overall, they also criticized that information on electromobility was scarce.

3 Discussion and Outlook

The results show that electromobility still faces many prejudices and that several
misconceptions exist about the functionality, security, and actual range. It has to be
taken into account, however, that these data are highly culturally specific and that,
especially in Germany which is a car-loving nation and has a long tradition of car
industry, people hesitate to give up their beloved cars. From our results, it is reasonable
to assume that user factors also play a role for acceptance, e.g., gender, as we found that
especially the women were concerned about security issues. As we only had a very
limited, not representative sample, future research should include a quantitative
approach to statistically validate the influence of gender on security as a barrier.

Meanwhile, more “normal looking” electric cars are available for customers e.g.
Tesla Model S, BMW i3, VW E-up!, so one major point of criticism of our participants
was also recognized by the automobile industry. Interestingly, the visions of the par-
ticipants that electric cars could be used for short-distance services has been put into
practice by, e.g., the city council of Aachen (Germany) where some city cleaning teams
use the e-car Renault Twizy as a means of transportation.

The possible range of electric cars was considered a major drawback. Although
field studies have shown that the average range of an electric car would meet the
mobility demands of a large amount of people ( [7, 11, 12] ), the wish for an extended
range still persists. This topic thus seems to be a psychological one rather than one of
technical feasibility as drivers have to be able to cope with limited range and uncer-
tainty. Franke et al. [7] therefore propose better strategies and technological support to
deal with the limited range rather than expanding the range itself.

Because of the qualitative nature of the study, quantitative follow-up studies have
been conducted. As results have shown that perceived usefulness of electromobility is
higher for public than for private mobility, it is necessary to investigate the acceptance
of electromobility in public transport, e.g., busses, separately from the acceptance of
electric cars for private use. In a second step, we therefore carried out a study on
acceptance of electromobility in the context of private, individual transport [9] and,
additionally, in public transport [10].
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Abstract. In this research, we describe an empirical study, which aimed at
exploring the acceptance for electromobility within public transport (e.g. electric
buses). While electric cars are increasingly receiving public attention, electro-
mobility in public transport is less known so far. Understanding individual
arguments of adopting electromobility within public transport, the identification
of possible pro-using motives as well as perceived drawbacks is essential in
order to individually tailor a sensitive public communication. A questionnaire
was carried out in which 208 lay people indicated the level of acceptance and
the intention to use electromobility within public transport. In order to get a
broad insight into argumentation lines and cognitive user models, perceived
benefits and barriers were explored as well as potential circumstances (condi-
tional acceptance factors), which might shape acceptance in the future.

Keywords: Electromobility � Public transport � Electric buses � Technology
acceptance � User diversity � Adoption behavior of novel technologies

1 Motivation and Related Work

Today’s cities and urban environments face a bundle of complex and, aggravating,
interdependent challenges in the next decades. Increasing climate change and envi-
ronmental threats by air pollution (e.g., CO2 -emissions), decreasing shortcomings of
fossil oil resources, urging societies to place emphasis on renewable energies. Also, the
profile of dwellers and traveller has considerably changed over the last years. Due to
demographic developments, diverse people with different biographical profiles and
mobility needs require a novel, and context-adaptive mobility concepts [1].

Electromobility is one of the promising energy supply technologies, which could be a
potent escape from the shortcomings in fossil energy, not only for automobiles but also
for public transportation. The potential of electric mobility has been studied mostly for
vehicles, from a technical [2], economic [3], logistic [4], environmental [5] point of view.
Social science research showed hat there is considerable struggle for electric vehicles to
create appropriate markets [6], at least in Germany. A high consumer acceptance for
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alternative fuel vehicles is an important prerequisite to determine the practicality of a
successful implementation [7]. Still, however, there is some reluctance to accept electric
mobility for vehicles [8]. Yet, there is only few research connected to electromobility
within public transport systems which is the main focus of the current study.

2 Questions Addressed and Logic of the Exploratory
Approach

In this study we focus on user opinions regarding the use of electromobility in the
context of public transportation, comparing perceived usage motives towards buses in
contrast to E-Buses. Also, we explored the conditional acceptance by asking partici-
pants under which circumstances they would be willing to adopt electro-mobility
within the public transport sector. In order to learn which using motives militate in
favor of using alternative energy means in public transport and which kind of using
barriers might be prevalent, we rely on a focus group study [9] prior to this study. The
argumentation lines raised in the focus group discussions were taken up in the ques-
tionnaire study reported here.

3 Method

As independent variable the type of vehicle (bus vs. E-Bus), gender and age (young:
20–40 years, middle-aged: 41–60 years, older: 61–75 years) were examined. Depen-
dent variable was the level of acceptance (benefits) and non-acceptance (barriers).
Acceptance argumentations were categorized in different argumentation lines: envi-
ronmental-, cost-, comfort-, trust- and technology-related argumentations for both,
benefits and barriers. Also we asked for potential conditional circumstances, under
which participants would accept electric buses.

The questionnaire items were based on previous empirical work [9]. The ques-
tionnaire was delivered online and focused on different acceptance items (Fig. 1).

Fig. 1. Structure of the questionnaire
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Benefits/Barriers of buses and E-Buses: The motives and barriers were conceptualized
along five dimensions (identified on the base of user argumentations in the focus
groups, which had been carried out prior to the questionnaire study [9]. Per dimension,
we used three items and summarized the answers to an overall score. (Table 1). In
addition, we asked for conditional circumstances, which would participants convince to
make use of E-Buses. In general, 14 items were formed, taken again from the argu-
mentations of previous focus groups [9].

“I would use E-Buses, if” (1) fuel costs further increase (2) tax reductions would be
offered (3) families with many children would have free access (4) seating comfort
would be higher (5) buses would take the most direct route (6) more luggage would be
allowed (7) bus drivers would be checked for driving ability (8) security at bus stations
would be assured, especially at nighttime (9) hooligans and rowdies would have no
success (10) the German security standard would be guaranteed (11) buses would equal
the most recent technological standard (12) the CO2 emission in buses would be
controlled for (13) there would be a quality seal for buses, and (14) if passenger could
monitor emission status.

In total, 208 persons (18–75 years) volunteered to take part (49 % women). Par-
ticipants were reached through the social networks of younger and older adults and
reacted to advertisements in the local newspaper.

Table 1. Item examples for the evaluations of benefits and barriers of Buses and E-Buses. Items
had to be answered on a Likert Scale (1 = I do not agree at all, 4 = I completely agree)

Bus Benefits: reasons for using the bus Barriers: reasons for not using the
bus

Environment It would help to protect the
environment

Buses have a high energy
consumption (heavy weight)

Costs It saves costs on the long run Bus tickets are expensive
Comfort I do not need to look for parking

spaces
Cleanliness and hygiene are low in
public buses

Trust Bus technology is reliable for me Low trust in driving styles of bus
drivers

Technology Public transport has mature
technology

Buses are not prepared for
windstorms

E-Bus Benefits: reasons for using the E-
Bus

Barriers: reasons for not using the
E-Bus

Environment Its battery can be used to store the
surplus created by wind turbines

To operate a fleet of such buses
more power plants need to be built

Costs It saves costs on the long run Lower operational costs only benefit
the operators

Comfort It creates less traffic noise To go easy on its battery the heater
cannot be used in winter.

Trust It will deliver me to my destiny
reliably

I do not trust the technology

Technology It conforms to novel safety standards The lack of engine sounds increases
the risk of accidents.
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4 Results

Data was analyzed by using M(ANOVA) procedures with repeated measurements. The
significance level was set at 5 %.

4.1 Perceived Benefits and Barriers

In a first step, the perceived benefits of buses and E-Buses are focused at. In Fig. 2
descriptive outcomes are shown for each of the argumentation categories (for which the
single items were summed up). The MANOVA yielded significant effects of the bus
type regarding environmental-related benefits (F(1,197) = 54.4; p < 0.000), also
regarding cost-related benefits (F(1,195) = 16.9 p < 0.00), comfort-related benefits (F
(1,195) = 6.1 p < 0.02), also for trust-related arguments (F(1,198) = 73.2 p < 0.00) and
technology-related benefit perceptions (F(1,198) = 148.4 p < 0.0). As can be seen, only
comfort arguments favor traditional buses over E-Buses - in all other categories the E-
Bus is seen more beneficial. Neither age nor gender did significantly impact the per-
ceived benefits in both bus types.

A next analysis is directed to the perceived barriers (Fig. 3).
In Fig. 3, descriptive outcomes are depicted (along the five dimensions). As found,

there were significant differences in the perceived barriers between buses and E-Buses
in nearly all dimensions: environment (F(1,193) = 4.7; p < 0.03), costs (F(1,194) = 43.3
p < 0.00), comfort (F(1,196) = 658.9; p < 0.000) as well as trust-related barriers (F
(1,191) = 31.8; p < 0.00). In contrast, perceptions with respect to technology-related
barriers of buses and E-Buses are comparably high.

While gender did not impact perceived barriers, age was a significant source of
barrier perception. With increasing age, costs for the E-Bus are seen less negative
(F(2,194) = 4.9; p < 0.008), the trust in E-Buses is higher (F(2,198) = 4.1; p < 0.002)
and technology-related barriers are seen as less negative (F(2,187) = 3.9; p < 0.04).

environment 

costs 

comfort 

trust 

technology 

Fig. 2. Level of agreement (means) for the perceived benefits on different argumentation
dimensions for buses and E-Buses (4 = not at all, 12 = completely agree)
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4.2 Conditional Acceptance Criteria

Finally, participants had to indicate which conditional circumstances would increase
the acceptance to make use of E-Buses (Fig. 4). Age did not impact conditional
acceptance. However, women showed to have a significant higher conditional accep-
tance in contrast to men (F(1,178) = 2.4; p < 0.004).

For men the only argument which militates in favor for using E-Buses in the near
future is that the German security standard would be guaranteed in E-Buses
(F(1,178) = 4.6; p < 0.000).

environment 

costs 

comfort 

trust 

technology 

Fig. 3. Level of agreement (means) for the perceived barriers on different argumentation
dimensions for buses and E-Buses (4 = not at all, 12 = completely agree)

if fuel costs further increase 
if tax reductions would be offered 

if families with many children have free access 
if seating comfort would be higher 

if buses would take the most direct route 
if more luggage would be allowed 

if busdrivers would be checked for driving ability 
if security at busstations would be assured, especially at night 

hooligangs and rowdies would have no access 
the German security standard would be guaranteed 

buses would meet the most recent technological standards 
the Co2 emission in buses would be controlled 

if there would be a green seal for buses 
if passengers could monitor emission status 

Fig. 4. (Dis)agreement to conditional acceptance (1 = not at all, 4 = completely agree)
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5 Discussion and Future Research

In this study, perceived benefits and barriers of laypeople towards electric buses were
assessed as well as the willingness to adopt electromobility in public transport respecting
conditional acceptance arguments. Outcomes contribute to the understanding of major
public opinion drivers for and against electric mobility in public transport. Overall,
electric buses provide higher benefit perceptions than drawbacks – taken from the higher
agreement to the benefits in contrast to the perceptions. Major positive arguments are the
eco friendliness of the technology and the cost-savings on the long run. On the barriers’
side, comfort, trust in the technology and high costs are seen as detrimental. Beyond the
overall high uncertainty of the novelty of the technology, which drives the non-
acceptance, it is interesting that the very same arguments are used for benefits and
barriers. This is valid for the perceived trust in the technology (which is high for the
novel E-Buses and at the same time low as the technology seems not to be mature
enough) but also for the perceived costs (cost reduction on the long run is positive; high
asset costs are negative). Gender and age were significant drivers of acceptance. Among
conditional acceptance, women especially stress safety and security issues (at night, at
bus stations, threat by other passengers). While these findings corroborate recent
research in public transport [10], the raised concerns - though serious – are not spe-
cifically connected to electro-mobility but to public transportation in general.

Critically, one could argue that acceptance can only be assessed if persons rely on
personal experience with using electric buses, which is still only scarcely available, at
least in Germany. Acceptance might be thus formed by knowledge gaps and limited
information. Consequently, individual beliefs, uncertainty as well as perceptions risks
come into fore. In order to shape public acceptance, a diligent information policy and
transparent communication rationale in this field is of high importance.
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Abstract. To solve urban area traffic problems, one potential solution is to
reduce traffic volumes. In order to do so, a modal shift from conventional
passenger vehicles to public transportation and eco-vehicles, including personal
vehicles, should be considered. We propose a personal mobility sharing system
using the Segway. To evaluate this system, it is necessary to perform experi-
ments under real conditions and gather experimental data for a social pilot study.
This study introduces an application for a personal mobility sharing system
using the Segway-type vehicle. The main feature of the proposed application is
to gather and store experimental data on mobility sharing, and to assist a driver
to use the Segway-type personal vehicle safely. Each vehicle is equipped with a
tablet, on which the application is installed.

Keywords: Personal mobility � Mobility sharing system � Pilot study �
Intelligent transportation system

1 Introduction

One potential solution to urban area traffic problems is reducing traffic volumes. To
achieve this goal, a modal shift should be considered from conventional vehicles to
public transportation and eco-vehicles, including personal vehicles. In this study, we
focus on personal mobility and vehicle sharing to reduce traffic volume. Bicycle
sharing projects have been initiated in the United States, France, and a few other
countries. In the United States, several bicycle sharing projects are being widely used
[1–6]. In Japan, a community cycle project organized by a local city government was
initiated in a sightseeing area [7]. Such sharing systems are expected to be used for new
and eco-transportation programs.

The rapid increase in the elderly population has caused several issues in Japan.
Elderly people (above 65 years) in Japan have accounted for more road fatalities than
any other age group, as shown in Fig. 1 [8]. The number of fatal accidents due to
elderly drivers has increased nearly three-fold in the past 17 years, while the total
number of fatal accidents has decreased by nearly 30 % during the same period [8].
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Automobiles are the optimal transportation means for the elderly because they provide
door-to-door transportation. However, a shift to public transportation from individual
automobiles is required in order to solve current traffic problems. To resolve this
problem, convenient and eco-friendly transportation must be provided for elderly
people. Public transportation is convenient and eco-friendly, but the last-mile problem
of getting each individual to their front door remains, especially for elderly people
[9, 10]. To solve this last-mile problem, personal mobility is considered the only option.

To solve the two challenges of reducing traffic in urban areas and supporting
elderly drivers, we propose mobility sharing with personal vehicles [15]. The main
objective of this study is to evaluate the possibility of a mobility sharing system with
two-wheeled self-balancing vehicles, and we have constructed an application for such
vehicles in a personal mobility sharing system. The application is installed on a tablet
equipped on each vehicle. The main feature of the application is to gather and store
experimental data on mobility sharing, and to assist a driver to drive the vehicle safely
in a real environment. The Tsukuba designated zone, sharing system, and the appli-
cation for the system are described in this paper.

The Segway is trademarked by the Segway Inc. of New Hampshire, USA.

2 Tsukuba Designated Zone for Experiments

As personal mobility is categorized as robotics in Japan, study experiments were
performed in the Tsukuba designated zone [11], which was officially approved by the
cabinet office in Japan on January 29, 2010. As of February 2012, Segway Japan,
Hitachi Corporation, and the National Institute of Advanced Industrial Science and
Technology (AIST) are all engaged in conducting personal mobility experiments.

Our experiments were conducted in the Tsukuba Center area, shown in Fig. 2. The
terms, detailed roles of various operations in the experiment, and the definition of the

Fig. 1. Number of traffic accident fatalities in Japan by age group
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robot used in this experiment were established [11]. Existing regulations for conducting
experiments in the Tsukuba designated zone [11] made it necessary to classify the
personal vehicle experiments as a pilot study in order to control the regulations.

3 Application for Standing-Type Personal Mobility Vehicle

The purpose of our proposed personal mobility sharing system [15] is to facilitate
transportation between the AIST building and the Tsukuba station, which is the nearest
train station. The concept of the proposed system is similar to that of a bike- or car-
sharing system [12–14], but personal mobility devices are used instead of other
transportation options, and several types of data are tracked using sensors. We chose
the Segway two-wheeled self-balancing vehicle [16] for our study, and introduced an
application for our proposed sharing system. The application gathers experimental data
including near-incident scenes and assists the driver to drive the personal mobility
vehicle safely in real-world experiments. Because Segway-type vehicles have not yet
spread in Japan, a large amount of experimental data will be necessary in order to
evaluate the safety and the availability of these types of vehicles. In addition, Japanese
drivers are inexperienced in driving Segway-type vehicles; thus, some assistance is
required to ensure driver safety. Each vehicle is equipped with a tablet, in which the
application is active. The tablet also has a GPS, acceleration sensors (X, Y, and Z),
gyro sensors (yaw, pitch, and roll) and magnetic sensors, as shown in Figs. 3 and 4.
The application shows the status information as follows:

1. Current map location. (Awareness of the current location is important for per-
forming experiments in the designated zone, since experimental activity outside the
designated zone is prohibited.)

2. Current time, departure place and time, and destination place and time.
3. Sensor information (acceleration, gyro, magnetic, and GPS).
4. Current driving status (estimated using the acceleration and gyro data) shown in

Fig. 4. The application has four types of data sets and identifies the current status
using the Block Sparse-Sparse Representation Classification method [17]. This
algorithm can estimate a current status with more than 90 % accuracy.

Fig. 2. Tsukuba Center area (zone bounded by the red line)
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5. Navigation information, as shown in Fig. 4.
6. Image captured from front camera.

In addition, the application stores all sensor data including the camera image.

Fig. 3. Notifications estimated by the application (top-left: the application notices the driver is
outside the planned route; top-right: the application shows a navigation route to a destination;
middle-left: the application warns of a rough road; middle-right: the application notes the miles
between the destination and the current location; bottom-left: the application notes that the driver
is outside the zone; bottom-right: the application warns of dangerous driving)
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4 Summary

We introduced an application for a personal mobility sharing system using a two-
wheeled self-balancing vehicle. Experiments were conducted in real-world conditions
to evaluate the system’s potential. The application gathered experimental data and
assisted the driver in driving the personal mobility vehicle safely. The functions of the
proposed application included the awareness of the experimental area, the provision of
warnings about dangerous driving situations, showing the current location and distance
to destination, and obtaining and storing experimental data. We also plan to expand this
personal mobility sharing system by increasing the number of personal mobility routes
and stations for future experiments in different environments, and to perform future
experiments with several types of subjects.

Acknowledgments. This study has been supported by the NEDO IT Yugo Project and the
Tsukuba City Government.
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Abstract. For future transportation, boarding type personal mobilities
are considered promising. On introducing such mobilities in community,
sharing is more prospective than owing. In this paper, we aim at con-
sidering expected change of human behavior, including modal shift, by
introducing such mobilities in society. In the hope of large scale demand
prediction and optimal planning of both location and capacity of the
personal mobility sharing stations, we have developed a prototype multi-
agent simulator. Parameters of simulation are determined by sharing
experiments in Mobility Robot Experimental Zone in Tsukuba using
Toyota Winglet long type and conjoint analysis based on questionnaires.
We obtained preliminary results for a realistic situation.

Keywords: Personal mobility · Sharing · Simulation · Mobility robot

1 Introduction

For future transportation, boarding type personal mobilities (simply called PMs
hereafter) are considered promising. They include Toyota Winglet [1], Segway [2],
and AIST micro mobility [3], and have many advantages as follows. They are
environmentally friendly. Their energy consumption is low compared to other
transportation means such as cars, buses, and trains. PMs do not emit car-
bon dioxide during operation. Furthermore, it is human friendly. Relatively slow
speed helps avoiding serious accidents, which are often fatal to elderly people.
PMs are well suited to the concept of compact cities [4,5], which is advocated
to solve various problems such as environmental, energy, and safety problems,
caused by urban mobility.

On introducing PMs in community, sharing is more prospective than owing.
Sharing usually costs much lower than purchasing. Users need not maintain or
repair. Moreover, necessary parking area is much smaller. It is especially effective
for connecting purposes from home or office to train stations or bus stops. If PMs
are introduced in town, human flow is changed and new behavior will emerge.
Sharing systems of PMs, however, have not yet studied enough.

As for sharing of mobility, bicycle sharing has been studied [6–8], and is
popular recently in big cities. Vélib in Paris, Barclays Cycle Hire in London,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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and Capital Bikeshare in Washington, D.C. are examples of many successful
systems. There, bicycles are rented at sharing stations and can be returned to
any convenient station among many in the city.

In this paper, we aim at considering expected change of human behavior,
including modal shift, by introducing PM sharing in society. In the hope of large
scale demand prediction and optimal planning of both location and capacity of
PM stations, we have developed a prototype multi-agent simulator. The behav-
ior of mobility decision is modeled by the nested logit model [9]. One difficulty
in such simulation is that the accuracy of simulation is not clear. To make the
assumption closer to real situations, we use actual data obtained by experiments
in Mobility Robot Experimental Zone in Tsukuba [10]. Parameters of the simu-
lation were decided by the sharing experiments using four units of Winglet long
type and conjoint analysis based on questionnaires. Supposed scenario for simu-
lation here is traveling behavior of employees of our institute (AIST) for business
trip between AIST and the nearest train station. We conduct simulations and
evaluate the effect of introducing the sharing system of PMs.

2 Personal Mobility Sharing Simulator

2.1 PM Sharing

PM sharing seems prospective, but to evaluate the future demand of PMs, we
need some evaluation method. Among various possible methods, micro simula-
tion based on multi-agent model is suited for small to medium scale simulation
because of its flexibility in configuration for individual agents with different char-
acteristics in walking speed, riding speed and mobility preference attributed by
age, gender, and so on. Also, various behaviors due to the limited number of PMs
and capacity of PM stations on renting and returning are treated naturally.

Similarly to bicycle sharing, we need to consider the case where PM station
is full upon return. In that case, the user cannot return the PM immediately to
the station, and needs to wait or return it to another nearby station. Also, there
is a problem that PMs may be accumulated at some station due to biased usage.

PM sharing is different from bicycle sharing in the following aspects.

– Charging time is required. When the mobility is returned to a station, some
charging time, depending on the riding distance or time of the previous user,
is necessary before it is rented to a new user.

– Seamless PM riding between indoor and outdoor is possible. Sometimes this
helps much for visiting shopping malls, museums, etc.

– PMs can be carried easily in other transportation means such as trains and
cars. This usage will expand PMs’ range of operation.

– Because information processing capability is equipped, assistance by IT
infrastructure will be easy.
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2.2 Simulator Overview

We have developed a prototype simulator for PM sharing. A snapshot and a con-
figuration diagram of the simulator are shown in Fig. 1. A schematic diagram of
the whole framework, including behavior and decision models, is shown in Fig. 2.

We adopt a simple behavior model. Each agent is generated at some desig-
nated time in the simulator, who has start and the goal points, and then decides
its behavior stochastically by a decision model. If the agent chooses, e.g., a bus,
it walks to the nearest bus stop, waits and gets on a bus, gets off the bus at the
bus stop close to its goal points, and walks to the goal. The free flow speed for
waking and riding PMs are given but actual speeds decrease depending on the
ratio decided by the attributes of the agent and the density of pedestrians on
the same segment of the roads.

As a decision model, we adopt a nested logit model. The utility function
of each mobility is assumed to be a weighted sum of factors such as distance,
estimated required time, estimated delay time, and preference of main trans-
portation means. Each agent can make decision of transportation means when

(a) Snapshot
(b) Configuration diagram

Fig. 1. Prototype simulator.

Fig. 2. Schematic diagram.
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being generated, and, assug some digital aid, when receiving emptiness informa-
tion on its heading PM station.

Parameters of the behavior model and the decision model for the simulator
are decided by the experiments in Tsukuba and questionnaire. By feedback of
such information, these models can be refined. Once a simulator with these mod-
els can be developed with geographic, traffic and OD information of Tsukuba,
presumably, this can be applied to other places by providing such information of
the areas, and simulation can be conducted for demand prediction or planning
of optimal assignment of PM stations in both location and capacity.

2.3 Deciding Parameters

One difficulty in such simulation is that the accuracy is not clear. To make
the assumption closer to real situations, we obtain actual data by small scale
outdoor sharing experiments in Tsukuba Mobility Robot Experimental Zone
using Toyota Winglet.

Tsukuba was approved in 2011 as Japan’s first Mobility Robot Experimental
Zone, which permits the boarding type robots to travel on public sidewalks
with 3 m wide at the maximum speed of 10 km/h [10]. In Japan, riding such
mobility on public sidewalks is generally prohibited and it is difficult to conduct
experiments and obtain realistic data using PMs in other areas.

In the experiments, four units of Winglet were used. Winglet weighs 19.7 kg.
It takes one hour for full charge from empty, and then one hour riding is possible
for about 4 km. Fast charging in 15 min for 80 % is possible. It is in compact size
compared to Segway, with ease of use, and can be much adapted in community
especially in indoor environment.

3 Simulation

3.1 Simulation Settings

Supposed scenario for simulation is traveling behavior of employees of our insti-
tute (AIST) on business trip; moving between AIST and the nearest train station
is focused. The distance is about 3.8 km. The road network is given to the simula-
tor as a shapefile. As transportation means, we assume PMs, walk and two types
of buses, shuttle bus and public bus. In the simulation, we use actual timetables
of buses and actual locations of bus stops. Two PM stations are assumed to be
located near the start/goal points. These are shown in Fig. 3(a).

In the decision model, two buses are in a single nest. The weights for the
utility function are decided through conjoint analysis based on questionnaires,
which were conducted for 45 people after PM training course. In terms of the
behavior model, actual experimental results were utilized in a way that free flow
speed of PMs is changed depending on the actually obtained data for several
road segments.

Under the above settings, simulations were conducted from 9:00 to 17:00 by
changing the number of generated agents and PMs. When there is no available
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Fig. 3. Simulation.

PMs at a station, the users wait for a fixed amount of time, called maximum
wait time. After the time, users give up using PMs and choose another means
(walk, in this case). The wait time actually affects the utility of PMs, but it is
difficult to estimate it in advance. Therefore, we conduct simulation 10 times
with feedback of the simulated wait time of PMs.

Main parameters of the behavior model are as follows. Free flow speeds of
PMs and walkers are 6 km/h and 4 km/h, respectively. Maximum wait time for
PM at station is 500 s. Getting on/off the PMs takes no time. Moreover, we use
a fixed time (15 min) for charging. Here, we consider only the case where PM
stations are large enough to contain as many PMs so that PMs can be returned
at any station any time.

3.2 Simulation Results

The snapshot of Fig. 1(a) is from this simulation; the area shown is around
Tsukuba Station. Lines indicate paths given by an input file and circles indicate
moving agents. As an example of simulation results, the number of users using
PMs is shown in Fig. 3(b). Each plot is the average of 5 simulation runs. Other
parameters are: expected maximum delay time for buses is 20 min, route bus
fare is 260 yen (as is), AIST bus is free, and emptiness notification ratio is 0. By
changing these parameters, we can simulate various situations.

4 Conclusions

We have presented a prototype multi-agent simulator for personal mobility shar-
ing. The simulator has the following features.

– The number of PMs are limited, and can be returned to any PM station within
its limited capacity.
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– Decision of users is modeled by the nested logit model.
– Various characteristic of the users, such as behavior and choice, can be con-

figurable.

We conducted preliminary simulation and obtained results about share, the num-
ber of PM usage, and so on. We have lots of future work. We used plausible
value for simulation parameters obtained from experiments and questionnaires,
but still verifying the accuracy of simulation is not enough. In order to do this,
calibration of the results should be considered. Also, we are planning to conduct
sharing experiments in wider area with more PM stations and corresponding
larger simulation. In that case we need to introduce other transportation means
such as bicycles, trains, and private cars. Under the extensions, demands of the
PMs can be evaluated under more realistic assumptions, and optimal planning
of PM stations will be examined. Finally, different from just a transportation
means, PMs are suitable for moving around for pleasure. Such activity should
be incorporated as well.

Acknowledgment. This study was conducted in NEDO IT Fusion Project.
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Abstract. The aim of this chapter is to introduce the UbiGo transport broker
service developed in Gothenburg, Sweden, and to discuss insights from the six-
month field operational test regarding incentives for users adopting new travel
services as well as perceived added value. Results are presented from participant
questionnaires, interviews, and travel diaries. Findings suggest that potential
early users are initially incentivized by curiosity, but that this must be trans-
formed into practical incentives such as convenience and economic advantage if
the users are to continue using the service. Customers also found added value in
the “transportation smorgasbord” concept, 24-hour customer support, new types
of subscriptions and tickets, and having everything in their smartphone, but
wished for more personalized decision support and feedback. Concern for the
environment functioned more as a bonus than as an incentive, meaning that the
environmentally friendly choice must also be the practical choice in order to
promote sustainability.

Keywords: Field operational test � Multimodal travel � Seamless travel �
Travel service � Incentive � Added value

1 Introduction

On the one hand urban mobility is vital for the functioning of cities, on the other hand it
causes problems in terms of e.g. emissions and noise. A large number of projects has
been implemented to bring about changes regarding transportation of people. In addition
to economic and legal measures, commuters have for instance been the targets of
information and education campaigns to raise awareness and change attitudes towards
mode choice, e.g. [1–4]. Other projects have tried to stimulate and motivate change
through competitions or handing out free public transportation passes, e.g. [5–7].
Considerable efforts have also been made to increase the attractiveness of public
transport, for instance by introducing vehicles with improved designs and traveler
information, e.g. [8–11]. To alter people’s travel habits is difficult, however, and the
progress, albeit positive, is too limited to meet the challenges ahead; a more innovative
solution is needed to bring about more radical changes.
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In order to reduce traffic by maintaining or increasing the level of mobility for
citizens (and goods), one challenge is how to use the current infrastructure more
efficiently and to encourage multimodality. Technological approaches discussed are
smartphone and web applications facilitating the processes of booking, ticketing, and
organization of city logistics [12].

The Go:Smart project is an attempt to create better conditions for sustainable travel
by demonstrating how new business models and partnerships can reduce the need for
private car ownership in favor of seamlessness, multimodality, and use of information
technology. The vision was an integrated mobility service for end consumers providing
a seamless, multimodal journey experience including public transport interlinked with
car and bike-sharing. The underlying assumptions behind the project were:

• Changes in travel behavior face deterring and incentivizing factors. Deterring fac-
tors include different efforts such as changing habits, a need for learning, economic
investments, etc. Incentivizing factors are anticipated and perceived benefits,
including economic gains, increased status, etc.;

• Incentives can be intrinsic as well as extrinsic [13] in terms of punishments or
rewards. Providing feedback in terms of some kind of reward can have a positive
effect on encouraging and maintaining a desired behavior, cf. [14];

• Current shifts in individuals’ attitudes and values, cf. [14], in a more environ-
mentally conscious direction, and the trends towards joint/shared ownership or no
ownership at all (including car- and bikesharing) open up new possibilities for new
types of travel offers.

Identified preconditions were that the desired changes cannot be brought about by the
development of a single transport mode or by focusing solely on a shift from fossil-
fuelled, private cars to public transportation, but by the integration of different trans-
portation services, public and private, i.e. “collective transport”; and furthermore that
the developments in Information and Communication Technology (ICT) as well as the
dissemination of mobile ICT has made it increasingly possible to create and test new
and smarter offers.

The Go:Smart project has involved the development and Field Operational Test
(FOT) of an innovative transport broker service, named UbiGo, for sustainable
transportation of people in urban environments. The service has attempted to bridge the
gap between private and public transportation by taking on the role of a commercial
actor, “a broker of everyday travel”, offering customized transport services to fit the
individual traveler’s needs and requirements. More than 190 individuals became
paying customers for six months (November 2013–April 2014).

This chapter presents early results from the FOT regarding which values – both
added values to the individual customer and wider, social values – can be created or
fostered by a new, innovative, ICT-based approach to mobility services. Questions
posed were: What incentivizes people to become and remain customers? What added
values – expected and unexpected – were created by the service concept?; by the ICT-
based platform? What added values were expected but not realized?
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2 The UbiGo Transport Broker Service

The UbiGo service offered its users one-stop access to a range of travel services
through a web-interface adapted to smartphones (subsequently referred to as the app). It
was built up as a monthly subscription service where a household (which may be
comprised of multiple persons; adults and children) decided their desired combination
of, and amount of credit for: public transportation, carsharing, car rentals, bikesharing,
and taxi service. Credit could be topped up or rolled over. The subscription could also
be modified on a monthly basis.

To access their travel services, the UbiGo traveler logged into the app via a Google-
or Facebook-login, where they could activate tickets/trips, make/check bookings, and
access already activated tickets (e.g. for validation purposes). The app allowed them to
check their balance, bonus, and trip history, and get support (FAQ/customer service).
Each participant received a smartcard, used e.g. to check out a bicycle or unlock a
booked car, but also charged with extra credit for the public transportation system in
case there was any problem using the UbiGo service. UbiGo included a customer
service line open 24 h per day.

3 Method

The original participant group consisted of 83 customer subscriptions covering 195
persons: 173 adults and 22 children (<18 years). A total of 21 private vehicles were
deliberately not used during the FOT (from November 1, 2013 to April 30, 2014).

To evaluate the participants’ experiences and travel behaviors, data was collected
via a mixed-methods approach including questionnaires, interviews, focus groups, and
travel diaries, as well as workshops and logging of customer service issues. The
“before”, “during” and “after” questionnaires were sent out to all participants (optional
for children) and completed by 164, 161 and 160 participants respectively (with 151
adults completing all three). Ex-post interviews were carried out with 14 individual
participants and with three households. Three ex-post focus groups were also con-
ducted. One-week travel diaries were completed by 40 (“before”) and 36 (“during”)
participants, respectively.

Statistical analyses of the questionnaire data were performed with the software IBM
SPSS. Recordings of all interviews and focus groups were transcribed in full for
analysis. All trips in the “before” travel diaries were summarized and the participants’
choices of travel mode were compared with the averages for Gothenburg.

4 Results

4.1 Socio-Demographics and Ex-ante Travel Behavior

From the “before” questionnaire (164 responses), the participant group had an average
age of 38 years and consisted of approximately 50 % women. The majority was
employed (80 %) and had a driver’s license (88 %) although only 41 % stated that they
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have daily personal access to a car. The majority owned a bicycle (81 %) and had a
public transportation card (88 %), but few were bikesharing members (19 %).

Most lived in apartments (80 %) and there was a mix of household types (mostly
multiple adults with/without children) and income levels. Also, a slight majority did not
own a car (52 %) and the majority was not a carsharing member (69 %).

A large majority of participants used the internet and apps on computers, tablets,
and smartphones on a daily basis (88–91 % in all cases). (Note that one needs a
smartphone in order to run the UbiGo app.)

An initial analysis of the “before” travel diaries (846 trips from 24 women and 16
men) revealed that the participants differed somewhat from the average Gothenburg
resident [15]. In terms of car use, the participant group was most similar to the average
person living in Central Gothenburg (27 % versus 24 %, respectively). However, their
use of alternative modes differed somewhat in that more participants used public
transportation (34 % versus 26 %, respectively) and fewer walked (24 % versus 39 %,
respectively).

4.2 Incentives and Added Value

When asking participants about their primary reason for joining UbiGo (“before”
questionnaire), curiosity was by far the strongest reason, with 63 % claiming this as
their primary reason. In fact, all other reasons such as convenience/flexibility, economy,
environment, family member, gaining access to cars, and/or test living without a pri-
vately owned car significantly lagged behind curiosity. According to the “during”
questionnaire results, curiosity lost its dominant position (from 63 % to 25 %), while
convenience/flexibility (22 %) and economy (14 %) increased as reasons to continue as
a customer. Results from the “after” questionnaire revealed that convenience/flexibility
became the dominant reason (30 %), followed by curiosity (21 %) and economy (14 %)
(see Fig. 1).

0% 20% 40% 60% 80% 100% 
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Test Living Without a Private Car 

Gain Access to Cars 
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Fig. 1. Primary incentive of the participant group over time.
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Besides the practical aspects of convenience/flexibility and economy, interview
results revealed several other appreciated features:

• The “transportation smorgasbord” concept, with the majority of one’s travel needs
offered in one package. Here, environment comes into play, as participants were
initially attracted to the concept of UbiGo and felt that it was an added bonus if it
meant potentially more environmentally friendly travel as well.

• The type of subscription, where many people (not even living under the same roof)
could be included in one subscription with one monthly invoice. Not only could
customers get an overview of their monthly transportation expenditures, they could
easily “support” other relatives (e.g. grown children or aging parents) as well.

• The daily public transportation ticket, reasonably priced, based on a more generous
zone system, and activated once rather than using the tap-in/out system. It was also
easy to upgrade to additional zones on a particular day.

• A smartphone-based system, illustrated by the participant comment: “I can forget
my public transportation card, but I cannot forget my phone”.

• 24-hour customer support with only one telephone number. Rather than different
numbers for UbiGo and each subservice, all customer support was handled via one
number, which could easily be found in the app.

Although not necessarily a feature that created added value (it was almost never
utilized during the FOT), the “improved” travel guarantee, where UbiGo promised to
deal with the expenditure and administration, is likely a feature that cannot be elimi-
nated as it creates a sense of security. Surprisingly, the feature that could potentially be
eliminated, or at least modified, is the bonus system for “eco-friendly” travel, where the
UbiGo traveler accumulated points (based on reduced kg of CO2 compared to making
the same trip by private car) that could be exchanged for other goods and services.
Most did not exploit the rewards offered by the bonus system, and those who did
tended to do it at the very end of the FOT. Participants felt that if there was a bonus
system, it should be tied to the service itself by giving internal, transportation-related
rewards, rather than external rewards.

One feature that was lacking, but that customers wished for and that would likely
create added value, is personalized decision support and feedback. Customers wanted
the system to suggest alternatives based on various factors such as time, distance, cost,
CO2, etc., and they wanted the system to give them feedback about their travel
behavior. Due to non-transparent pricing schemes, customers also wanted the system to
help compare alternatives, e.g. the price of renting versus carsharing versus taxi.

5 Discussion and Conclusions

The UbiGo service was designed and implemented with the intention to contribute to a
more sustainable transportation of people. The results demonstrate the potential and
importance of ICT as a mediator in developing an innovative and attractive mobility
solution such as UbiGo.

Although, as with any new service, there are still improvements to be made, the
UbiGo broker service has been very well received and 79 % of the participants in the
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FOT stated that they definitely wanted to continue using the service while 18 % stated
probably (given certain preconditions). Indeed, in the “after” questionnaire, people
stated that they used private car less and public transportation, walking, and cycling
more often than before, and they also felt more negative towards private car and more
positive towards public transportation, etc., than before. When asked how their travel
behavior had changed, 35.6 % reported no change, while 42.5 % reported changes in
mode choice, 34.4 % in pre-trip travel planning, 21.3 % in destinations, trip duration,
and trip chaining, and 20.6 % in their amount of exercise. (Note that the type of change
is not specified, e.g. more or less.) Of those who reported behavioral changes, only
2.9 % were dissatisfied with the changes and 17 % felt that the changes would not last,
in particular if/when the service stops.

This initial analysis of the FOT shows that it is vital to generate interest and
excitement about new transportation schemes. This is the primary reason that partici-
pants were attracted to the project or were willing to become customers in this FOT,
with all that it entails. The results support also the notion that the innovation (here in
terms of a practice) must offer some added value or relative advantage, cf. [16], to be
adopted, i.e. the service must appeal to the users on a practical level and facilitate their
daily travel. When it has not been curiosity motivating people, it has been convenience
and economy, and it is these practicalities that will keep the users incentivized to
continue using the service after the novelty and curiosity fade.

The results suggest furthermore that relative advantages cannot by replaced by
rewards. In fact, the reward system appears to have played a minor role (if any) in the
adoption of the new service. Moreover, although the environment is of concern for
many, it has not proven to be a primary incentive (despite the participant group already
having relatively more sustainable travel behavior based on the initial analysis of the
“before” travel diaries). In this specific case, it is possible that informational feedback,
cf. [17], on how “green” your travel patterns are could be just as, or even more,
important to users. However, the eco-friendliness is not enough to attract a sufficient
number of customers and a pro-environmental attitude will not suffice as an incentive
for change, at least not for majority of travelers. If the environmental impact of
transportation is to be reduced, then reductions must be achieved by making more
sustainable travel behavior the practical choice, rather than the idealistic choice.
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Abstract. People counting finds applications in many scenarios where
the density of people present in an area is crucial. Although, there are
a lot of research on people counting using image processing and pattern
recognition, we focus on less complex, lightweight, cost effective, and low
energy people counters. In this paper, we have detailed methods and
algorithms for people counting using proximity sensors. We have also
shown the experimental results for various designs of people counters
and compared them with the actual results.

1 Introduction

People-sensing is gaining a lot of attention as ubiquitous computing and sensor
networks are increasingly focusing on human inhabited environments and their
behavior, especially, in applications, where activities of people are monitored and
analysed. People sensing plays an important role in applications such as crowd
monitoring, security management, and transportation systems.

In applications where traffic flow is important, crowd analysis needs to be
done to estimate the density of the crowd. Reference [1] details unsupervised
method to detect individuals in a crowded environment, thus counting the num-
ber of people accurately, even when they are moving in crowds. In military and
security applications, people sensing, or people counting plays a crucial role,
and [2] details vision based, real time people counting system at a security door.
In transportation systems, where the frequency of public transport plays an
important role in getting people around, deciding the frequency at which the
trains need to ply, [3] provides methods of counting people entering and leaving
a train and hence enabling decision on right train frequencies.

People counting algorithms, and methods vary largely with different mecha-
nisms and sensors with different capabilities, ranging from cameras, CCTVs to
motion sensors, proximity sensors, and ultrasonic sensors. A lot of research on
people counting, has been done by using visual cameras for image processing and
pattern recognition to accurately count the number of people. For instance, [4]
shows a method for counting people entering or leaving a bus using video process-
ing and [5] describes robust solution for people counting using image processing.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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However, these techniques demand a high processing time, energy, and also are
more expensive to install in scenarios, where power is limited. Therefore, to
address cost-effectiveness, low-energy, and lightweight system to count the num-
ber of people in a given region while maintaining privacy, we have developed an
efficient people counter with low error rates.

2 Overview

People sensing focuses on detecting the presence of a person, which can be used in
applications such as automatically switching on/off a light; counting the number
of people, so that we can estimate approximately how many people are present
in a room; location of the person, so that we can know the exact location of
the person; tracking a person, which gives temporal and spatial information
of a person; and identity of the person, which specifies who the person is [6].
Such information can be fetched either by instrumented approach, where peo-
ple carry instrument/device for sensing purposes, or uninstrumented approach,
where people do not need to carry any device.

Instrumented approaches deal with devices communicating to other devices
to notify their presence both temporally and spatially, which includes a GPS sen-
sors, tracking application, etc., which are carried by people wherever they go.
Uninstrumented approaches deal with sensors such as motion, proximity, pres-
sure mats, cameras, microphones, etc., which are not meant to be carried by
people. In an uninstrumented approach, single sensor gives accurate information
only under certain circumstances and fails to provide information in others. In
a few other scenarios, sensor fusion can provide useful information for people
sensing by evening out the negative effects caused, when used individually. For
instance, a fusion of microphone and camera can be used in applications such as
conference rooms where the person speaking is focused by the camera [7].

Fig. 1. Different people counters

Although, a lot of research focusses on sensing and tracking people through
image processing, we are focusing on algorithms to use cost-effective sensors for
the implementation of people counting mechanisms. We mainly focus on using
proximity sensors (ultrasonic sensors) in our research for people counting.
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3 Three Designs of People Counter Using Proximity
Sensors

Proximity sensor is used in our design for people counting. By varying the ori-
entation and number of sensors used, we have developed three different people
counters. In this section, we detail our people couters. Figure 1 shows different
people counter set up.

3.1 Parallel People Counter

A parallel people counter, was built by placing 2 proximity sensors in parallel,
at a distance of 80 cm. The sensors have a beamwidth angle of 55 degrees and
range of 4 m. The number of sensors depend on the range of field that is to be
covered for people counting. However, with this design, counting a person can
be difficult in a place where the range of 2 sensors intersect and sometimes can
result in double counting.

3.2 Arc People Counter

An arc people counter, was built by placing 3 proximity sensors in an arc shape,
so that they can be deployed in a single place covering almost 3.5 m width for
people counting. As compared to parallel people counter, for arc people counter,
we do not need to worry about how many sensors to be installed and the distance
between the sensors, but only need one arc people counter to cover the range.

3.3 Side People Counter

Side people counter was built by placing just 1 proximity sensor for people count-
ing, with range of the sensor being 4 m, but, the optimal distance for accurate
people counting is seen within the range of 2.9 m. As there may be some objects
blocking in front of the sensor (especially, in corridors where usually there is an
other pillar opposite to the pillar we have installed the sensor), our algorithm
calculates the bouncing distance at the setup phase, by repeatedly looking for a
bounce back obstacle. For instance, in a corridor, where there is an other pillar
at 1.5 m, the bouncing distance will be assigned to 1.5 m. However, when there
are no obstacles, default distance will be set to 2.9 m.

In all the three designs, it is challenging to accurately count the number of
people when two or more people are passing by very closely.

4 Algorithms

We have developed two algorithms, one for parallel and arc people counter, and
another one for side people counter. The following section details the algorithms.
Each of the algorithms compute and ignore stationary objects around.
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Fig. 2. Flow chart for arc and parallel people counter algorithm

Fig. 3. Flow chart for bouncing and non-bouncing side people counter algorithm

Figure 2 shows a flow chart for arc and parallel people counter algorithm. In
this algorithm, we fetch sensor readings periodically. When we receive a reading,
we check if that reading matches any reading that is stored on static reading
array, if it matches, we ignore that reading, else, we check the difference between
the current reading and previous reading, and if that is more than a threshold,
say Y, which was set to 80 for parallel and 100 for arc and can vary slightly
according to the place, where the people counter is placed (so that if a person is
carrying a bag, it should not be counted as another person), then we increment
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the count. Also, when the reading does not match any entry on static reading
array, we store that in a temporary array. When the size of this array reaches
a pre-set threshold (120), we sort the array and calculate number of adjacent
elements with same reading, if that is greater than a threshold, say X(X can range
from 20–40 and we set it to 30 for our experiments), we add that to the static
reading array, thus building the static reading array dynamically. By varying the
values for X and Y, we can use this algorithm in parallel people counters and arc
people counters. All through our experiments, we have considered size of static
reading array as 40 and this value was chosen by trial and error method and by
setting it at 40, we got considerably accurate counts.

Figure 3 shows flow chart for bouncing and non-bouncing side people counter
algorithm. In this method, there is a set up phase that runs for the first 1 min
after installation to register the obstacles blocking the people counter, i.e., for a
scenario where there is a narrow corridor, bouncing back distance is calculated
and registered and people counting algorithm assigns this distance as a default
distance. After the set up phase, when there is a new reading and that reading
is less than the default distance, we check if the absolute difference between
the previous and the current reading is less than a threshold (to avoid double
counting in cases when people are carrying bags), then increment the counter.
For non-bouncing, we set default distance to 290 cm as that is the optimal dis-
tance where proximity sensor give accurate values for people counting.

5 Experiments and Results

We conducted experiments for people counting, by placing all four people coun-
ters side-by-side, namely arc, parallel, side (with a bouncing object at 1.6 m),
side (without any bouncing objects opposite), along with manually counting
number of people passing by, to compare the accuracy of each method for 3 h.
In our setup, we have used Arduino microcontroller for processing, and we have
used solar panel to charge the batteries for people counters that can be installed
outdoors. We have used 2000 mAh battery and 2 W solar panel for charging the
battery, which makes the people counters self-sustainable. The cost estimation
for building people counters can range from 122 USD for side people counter, to
200 USD for arc and parallel counters.

In Fig. 4 we present our observations for each of the four people counters. Over
a period of one hour, there were total 132 people pass by, and side people counter
with bouncing counted 120 (9.09 % error), side people counter with non-bouncing
counted 125 (5.30 % error), arc people counter counted 113 (14.39 % error), and
parallel people counter counted 104 (21.21 % error). By far, we observe that side
people counter with bouncing, and non-bouncing are more accurate than the
arc, and parallel people counters.

Our future work would focus on building algorithms to manage different
traffic conditions and accurately counting people in passages and corridors in
home/offices with different waking speeds, counting people in crowds, and deter-
mining the counting error in complex scenarios.



On the Design of a Cost-Effective and Lightweight People Counting Sensor 181

Fig. 4. People counting results with different methods

6 Conclusion

In this paper, we describe a cost-effective, lightweight, simple and low-energy
people counting systems. We have worked on people counting algorithms using
proximity sensors by varying their orientation and number of sensors used to
cover a desired area. We show that side people counter design performs better
than arc, and parallel people counter designs, with an error of 5.30 % for a period
of one hour with 132 people passing by.
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Abstract. Travel and tourism industry makes an evident impact on the
world economy. Lack of real information on tourist sight-seeing places, is
impacting trip planning for a major number of tourists. Growing smart-
phone users, increased sensing capabilities provided by smart phones, and
the ability to share that data over the internet, presents an opportunity to
build a mobile application that can provide an insight into mobility infor-
mation through passive sensing. We have developed a mobile application
to bridge the information gap by passively tracking tourist location and
improvising tourist services using mobile crowd-sensing. Capabilities to
cluster location data to form places of interest have been particularly
focused in this paper. Finally, we present results for an initial experi-
ment performed on a tourist to Australia.

1 Introduction

Tourism industry plays a big role in world economy. The Travel and Tourism
industry contributes 2.2 trillion dollars to the world gross domestic product
(9.5 %) and provides an impetus for creating 1 in 11 of the world’s jobs, 4.4 % of
total investment and 5.4 percent of total exports [1].

With the widespread adaptation of smartphones, with close to a billion being
used by 2012 and expectation of 1.75 billion phones in 2014 [2], every major
industry, including the tourism industry, is striving to adopt and expand on this
platform to reach more customers and bridge the information gap. According to
Trip Advisor’s survey, 87 % percent of global travelers reported using a smart-
phone while on holiday [3]. The tourism industry has brought about sweeping
changes to support this platform through review sites, booking websites, and
information applications to improve experience for their customer.

Exponentially increasing smart phone users along with multiple sensing capa-
bilities in-built in smart phones inspired us to build a mobile application to
improvise tourism with simple yet powerful solution, providing a good opportu-
nity through peer to peer sharing over passive tracking. Unlike the current solu-
tion that depends on the active review of the customer or paid reviews which
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are sponsored by business owners, we focus on getting unbiased and passive
feedbacks from real tourists.

Just like any Internet-of-Things (IoT) devices, smart phones provide com-
puting, sensing and communicating capabilities and they fuel the evolution of
mobility IoT as they feed sensor data to internet enabling either personal sensing
or community sensing. To this end, mobile crowd sensing enables applications
to continuously sense relevant sensor data for applications like intelligent trans-
port systems [4], personal healthcare systems [5], etc. to process data to provide
information. [6] demonstrates the effectiveness of mobile crowd-sensing to non-
intrusively and passively collect mobile sensing data to detect wireless activity
level in a large region.

In this paper, we propose a technology based on passive mobile tracking
to provide an additional dimension to the review by using passive information
about the trip for future travelers to fine-tune their trips and the tourism sec-
tor operators to get a better understanding of the places tourists spend their
time in. We demonstrate a technology that bridges some of the trendiest devel-
opments in the current world’s growth in tourism, widespread adaptation of
smartphones, and use of mobile crowd-sensing to improve user experience. In
this paper, we have detailed our current implementation by understanding the
needs and requirements, the front end apps, the backend processing, and visuali-
sation, and discussing results for an initial experiment on a tourist to Melbourne,
Australia.

2 System Design Requirements

Tourists give a lot of importance for planning their trip and making sure the
places they visit are worth the effort and time, so that they can make their
holiday a memorable one. In a study for determining services for mobile tourist
[7], results show that majority of tourists are interested in finding good accom-
modation, transport, food, and sight-seeing destinations. Although, there are
many online review websites for hotel and food, we do not find any relevant
information regarding sight-seeing destinations, especially those that provide us
unbiased information on how much time other similar kind (eg., elderly-friendly,
family-friendly, etc.) of tourists spare for a particular location. To this end, our
objective was to provide recommendation for tourists by quantitative analysis
on the places where other tourists visited during their trip, along with the time
they spent in each place, and the route they took. This streamlines our system
requirements as below:

– the place that they visited,
– how long they stay in each place,
– how people feel about the place,
– what that place is about (eg., food, hotel, sightseeing),
– if the place is family-friendly, elder-friendly, etc.,
– the activity the tourist is involved in, and
– how they access the place.
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Fig. 1. Raw data(locations) vs clustered data(places)

In this paper, we describe a solution that passively tracks a tourist by fetching
the locations that the tourist visited, and processing that as a place, and how
long he stayed in each place. Figure 1, visualises data collected by smart tourist
app. It compares raw data for the whole trip with processed/clustered data. It
clearly shows clustered data shows useful information about the places visited
by the tourist. Red circles are places of interest and blue circles are the places
for accommodation. The path taken to go from one place to another is marked
by black lines. The radius of the circles at each place denotes the amount of time
the tourist has spent in that location. Our proposed solution not only provides
recommendation to other tourists, but also provides a recorded memory of their
trip through a personal diary on places they have visited without any effort.

Government agencies can benefit from our technology by planning their
infrastructure to cater for the tourists needs, and improvise places that are less
visited to invite more tourists. Our technology can aid businesses from getting a
better knowledge of where tourists usually enjoy going, such that, they can have
better business opportunities.

3 Mobile Application

In this section, we detail the design and implementation of various elements that
have contributed to develop our mobile application. Location can be retrieved
by GPS(Global Positioning System), Wifi Scan or Cellular network. We have
used Android’s Location API [8] to access the system location services to fetch
location data.

3.1 Mobile Application Design

To encourage more tourists to learn from the feedback/experience from other
tourists, we have developed an Android mobile application to fetch location
data periodically from tourists’ smart devices (eg., smartphones/tablets). The
framework to fetch location data uses underlying Location API provided by
Android SDK. After fetching location data, it is stored on local database on the
device, which will later be uploaded periodically to cloud server.
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Fig. 2. Screen shot of mobile app collecting multiple sensor data

Location data is requested periodically, once every 5 mins by the background
service that runs continuously and non-intrusively. GPS provides the most accu-
rate location fix with accuracies up to 5 m, however, it is challenging to get
location when GPS satellites are not in range. In which case, we fetch location
from network or wifi-scan.

Figure 2, shows information of various sensor data collected for an entire day
by mobile application. The first row represents clusters, whereas the second row
is activity track such as walking (denoted as ‘F’), on vehicle (denoted as ‘v’),
and bicycle (denoted as ‘b’), or is stationary(denoted as ‘ ’). The third row rep-
resents if the person is talking (denoted by ‘S’) or others (denoted by ‘ ’). Forth
row shows surrounding noise level and fifth row shows battery percentage. Sixth
row shows how the location data has been retrieved, such as GPS (denoted as
‘G’), or network (denoted as ‘ ’). Seventh row shows speed information provided
by location object, and lastly, eighth row shows light sensor values.

We use MySQL, Apache webserver, PHP, and RESTful HTTP to store and
manage data at the server. For secure communications, we support only https
calls to the server. On the server, we have a database dedicated to store location
information such as latitude, longitude, time, speed, accuracy, uploaded time
and userId.

4 Backend Processing - Real-Time / Online
Clustering Algorithm

Mobile application is designed to fetch location data and we have developed
backed software to process the location data. In this section, we describe clus-
tering algorithm, which considerably processes data to give useful information.

In particular, when the user is indoors and cannot get access to GPS, there is
a huge number of location data that are distributed around the actual location,
as in Fig. 3. Clustering algorithm plays an important role in grouping such points
to plot on the map, so as to provide better understanding as to how user uses
the space.

Clustering data has been focused in many applications including data min-
ing, statistical data analysis, computation and vector quantisation [9], pattern
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Fig. 3. Comparison of location data while indoor

Fig. 4. Pseudocode Fig. 5. Cluster algorithm flow

recognition [10] etc. K -means algorithm has had a lot of attention to combat
data clustering problems from as early as 1965, when Forgy first published a
standard k -means algorithm [11] to cluster data points by calculating distance
between data points to predict the likelihood of data point belonging a cluster
center. However, the major drawback of his approach was to predefine the value
k, which is NP-Hard for arbitrary input [12]. On the basis of k -means algorithm,
we have designed a clustering algorithm for non-specific number of cluster centers
for arbitrary sequential input.

To enable real-time data visualisation of the places tourist visited, our algo-
rithm is designed to have an online approach. Location object returned from
android location API, contains a field for specifying accuracy of the location
data returned, which states, accuracy for a location object as the radius of 68
percent confidence. In other words, if you draw a circle cantered at this loca-
tion’s latitude and longitude, and with a radius equal to the accuracy, then there
is a 68 percent probability that the true location is inside the circle [8]. Care-
fully considering this, our clustering algorithm clusters location if the distance
between the first location object from the second location object lies within the
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sum of accuracies for each location object. In other words, if the first location
with accuracy radius r1 is at a distance d from the second location with accuracy
radius r2, they can form a cluster if d <= r1+r2. Figure 4 describes pseudo code
for our clustering algorithm.

Figure 5 describes the clustering algorithm, where the first part shows the
requirement for forming a cluster and the second part shows algorithm flow for
locations A, B, C, D, E, F, and G. As our algorithm is based on online clustering,
we sequentially process our input. As a first step, we check if A, and B satisfy our
clustering requirement, if they match, we have clustered them together. Now we
check if C matches the clustering requirement with the temporary cluster formed
from A and B, and since they match, we cluster A, B and C together. D does
not match the clustering requirement with the cluster formed from A, B and C
and hence, it will start a new cluster. E joins D to form the cluster but, F, and
G, form their own clusters. After forming clusters, we highlight the location as a
place for visiting if the duration is greater than the threshold. In our experiments,
we vary our threshold from 5 min - 20 min.

5 Experimental Results

We conducted experiment by installing the mobile application on a Samsung
Galaxy Note 10.1 tablet of a tourist to Melbourne. Smart Tourist system is able
to locate all the places the tourist traveled to as well as demarcate the places
according to the time they spent in each location.

Figure 6 shows a portion of Great Ocean Road with different threshold dura-
tions. We have the flexibility to adjust the threshold to be able to see different
details, eg., if you set threshold to 5 mins you can see very fine details, but by

Fig. 6. Processed location data
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Table 1. Places visited along great ocean road

Passive tracking Survey

Places Duration Activity Recommendation

(mins) (number of stars)

12 Rock Cafe 65 dinner 3

Lavers Hill 55 lunch 1

Twelve Apostles 40 sight-seeing 5

Lorne 40 lunch 2

Maits Rest 37 sight-seeing 4

Gibson Step 35 sight-seeing 5

Cape Otway Lighthouse 24 sight-seeing 3

Loch Ard Gorge 20 sight-seeing 5

Cape Otway 15 wild animals - koala 5

Cape Otway 15 wild animals - koala 5

Moonlight 15 sight-seeing 3

Twelve Apostles Visitor
Center

10 gather information 2

Cape Otway Lighthouse
Visitor Center

10 gather information 2

Bay of Island 10 sight-seeing 4

The Grotto 10 sight-seeing 4

setting it to 20 mins, you can only see those locations where tourist spent 20 mins
or more.

Table 1, shows all the places visited and the time spent at each place by the
tourist. First two columns are passively collected by our application, where as,
third and forth are through survey, however, we can have the survey built in to
the application in future.

Imagine that if over hundreds or thousands tourists install our application, we
can get a very good statistics on how much other tourists have spent their time
along great ocean road, the popular route they have taken, and how many nights
people have stayed at that location. This information can greatly help the next
tourist to plan his trip. Also, surveying the tourist that tested our application
for Australia trip, he discovered that Colac is a nice town to stop by, however,
as he was not aware of that and was rushing to his next spot, he missed seeing
Colac. Hence, if he had the information provided by other tourists, he could
have planned his trip so that he could allocate time for Colac. In addition, if
the tourist provided feedback on the location, eg., marking down the location
where he saw wild animals (as in Fig. 6), it would greatly help other tourists in
locating wild animals.
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6 Future Work and Conclusion

We have developed a software to capture and automate the information relating
to tourists’ experiences and time spent at each location. Going forward, we
will develop a settings page so that, when a user goes on the trip, he can give
information in terms of the kind of trip he is going on, whom is he traveling with,
is it a family trip with young children, backpacking with friends, or together with
elderly etc. By collecting information about the kind of trip, we allow tourist to
plan his trip based on others who went on a similar setting.

With data coming from multiple tourists, we have to build statistics on the
tourist reviews according to the information given by the tourist at the time
of his trip about the kind of trip he is going on. Furthermore, we can build a
survey, which tourists’ might chose to fill at the end of the day, so as to make
notes on their trip or voice their opinion about a tourist destination that can be
shared with other tourists.

Since our algorithm currently is fetching location data at an interval of 5mins
irrespective of where the tourist is, it would be preferable to design our data
collection process such that we can focus on dynamic sampling rates with respect
to activity recognition. For instance, when the tourist is resting at night, we can
increase sampling time to 30mins to one hour, and when tourist is moving in a
vehicle, we can reduce sampling to 1 min, so that we can get better knowledge
of the path they travel in to go from one place to another. This approach may
also be better energy efficient for mobile phones.

In this paper, we focus purely on location data for smart tourist and cluster
them to give useful information, but in future we will work on using other sensor
data as well. As shown in Fig. 2, we intend to do further study on the correlation
of sensor data in mobility so as gain insights about tourist and their activities.

In this paper, we have specified a detailed study about our technology to
improvise the experience of a tourist by learning from the experiences through
passive tracking collected by peer tourists. We have developed a mobile applica-
tion to collect various sensor data to passively get feedback from the tourists as
well as providing them with a personal diary so that they can keep track of places
they have visited. Furthermore, we have described our clustering algorithm to
cater to spatial and temporal properties of our data to group raw location data
into places of interest. Following the implementation, we have shown that our
technology can be well suited to provide unbiased peer-to-peer reviews to tourists
by passive data collection. With more mobility and location awareness, we are
able to gain insights about users and their behaviours to engage them on a per-
sonal level. With connectivity like this, we are able to create new sources of value
that companies, municipalities, individuals and more can leverage on.
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Abstract. As mobile devices capable of sensing location have become
pervasive, the collection and transmission of location data has become
commonplace, enabling the creation of models of behaviour that sup-
port location prediction. With such devices often heavily resource-
constrained, the nature of data used in location prediction must be
understood in order to optimise storage and processing requirements.
This paper specifically explores data sparsity and collection duration.
The results presented provide insight which suggest: (i) a relationship
of diminishing returns in predictive accuracy when collecting user loca-
tion data at increased rates over a fixed period, and (ii) the duration
over which a fixed size sample of location data is collected has a greater
impact on predicative accuracy than data sparsity.

Keywords: Collection · Data · Duration · Location prediction · Sparsity

1 Introduction

Location-aware devices are routinely used by a significant proportion of the
global population [8]. Data pertaining to a user’s location can now be sensed,
stored and shared in real-time through devices such as smartphones and tablet
computers. Many applications might benefit from location prediction, includ-
ing city planning, law enforcement, marketing, etc., however relatively little is
understood regarding the necessary quality of data for forecasting. Much exist-
ing work assumes that location data can be stored indefinitely and at the highest
rate afforded by a collection method [3,16]. These assumptions are inconsistent
with the devices typically used to perform location analysis, which are generally
battery-powered portable devices carried by an individual with limited storage
and memory capability. As a result, data collectors must be able to justify the
resolution and duration of collection mechanisms to users.

In this paper we consider two dimensions of data quality for location pre-
diction. Specifically, we investigate data sparsity and collection duration, with
a view to informing the design of data collection mechanisms and addressing
user privacy concerns. Through the application of three established techniques
in location prediction to data varying in sparsity and collection duration, it is
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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shown that: (i) there is a relationship of diminishing returns in predictive accu-
racy when collecting user location data at increased rates over a fixed period,
and (ii) the duration over which a fixed size sample of location data is collected
has a greater impact on predicative accuracy than data sparsity.

2 Related Work

Location prediction is widely recognised as being beneficial to providing location-
aware services. Early work in this area considered the problem of predicting
future locations within small, enclosed environments with a fixed number of
discrete user locations, typically employing neural networks, Markov models or
dynamic Bayesian networks [2,10,13]. Solutions to this problem have applica-
tions within offices, homes and public buildings but do not lend themselves to
location prediction in large uncontrolled environments.

Motivated by applications such as cell tower handover — seamlessly passing
a connection from one cell tower to another when a device is moving — research
has considered location prediction in more open environments [7,17]. Ashbrook
and Starner investigated the use of algorithms to extract a user’s ‘significant
locations’ from GPS data, and using these locations as the basis for the devel-
opment of Markov models for location prediction [3]. Similar investigations have
been conducted on GPS traces [14,15], online check-in data [9], and discrete real-
world locations such as cell towers [4,6,16]. In contrast to the variety of location
prediction approaches, existing work has generally considered near-continuous
data collected over long time periods, an assumption explored in this paper.

3 Modelling the Location Prediction Problem

We characterise location data as a set of n-tuples, called points, containing loca-
tion and time values, where a location is an identifier given to a distinct geo-
graphic area on the surface of the earth. The dataset, Du, of a user, u, is therefore
the set of all points associated with u, having inherent sparsity and duration.

Du = {x1,u, x2,u, ..., xn,u}
The mapping between a time range and set of visited locations for a user can be
represented by unknown function, fu, such that fu([start : end]) = S, where S
is a non-empty, potentially large, set of locations visited by the user during that
period. It is the aim of location prediction to construct an approximation of the
unknown function, f̂u, given a training set TRu ⊆ Du, such that ∀y ∈ TRu :
time(y) ≺ start, which ensures that predictions are in the future.

3.1 Evaluation Model

The function f̂u can then be used to produce a set of estimated locations, Ŝ,
for a specified time range, known as an evaluation window. This set can then be
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compared against the known set of visited locations for the same window, S. True
Positives (TP), False Positives (FP) and False Negatives (FN) are intuitively
defined as S ∩ Ŝ, Ŝ − S and S − Ŝ respectively. We define the set of True
Negatives (TN) as loc(TRu) − (S ∪ Ŝ), where loc(TRu) is the set of locations
that exist within a user’s training data. We can now define accuracy as:

ACC =
|TP | + |TN |

|TP | + |FP | + |TN | + |FN |

4 Experimental Setup

Data was collected by installing a bespoke smartphone application on mobile
phones belonging to 5 members of the Department of Computer Science at the
University of Warwick. Users ran the application for a period of several months,
which recorded the time, latitude and longitude of the device every minute. We
generated datasets of different sparsities and durations by selecting a random
continuous subset of length n weeks from each collected dataset, and then sam-
pling the truncated data according to a retention probability, r, where each point
within the dataset had probability r of being included. Although our approach
is limited to using data from only 5 users, this represents an improvement over
existing work. The collection of such data is challenging, and existing approaches
typically rely on data collected from a single individual [3,5], or on artificial sim-
ulated data [4,7,16,17].

Since location clustering remains an open problem, cell tower regions were
used to discretise locations for prediction. There is no loss of generality with
regard to the defined data model, since cell tower regions can be considered
arbitrary geographical regions designed to maximise coverage.

4.1 Location Prediction Techniques

Formalising location prediction as a classification problem allows machine learn-
ing techniques to produce predictions for locations given a specific time. A train-
ing set of instances, in this case a set of points, is used to represent attributes of
the user’s current location. Each instance in the space, xi, has a single classifica-
tion, f(xi), where this classification is the location visited. A classifier is able to
generate a prediction for a single instance of time, rather than for a time range.
To obtain results for a time range, classifiers can be provided with test instances
for every time step, in this case each minute, throughout the test range and the
results merged to form a set spanning the evaluation window.

Several classification techniques have been shown to be effective for the prob-
lem of location prediction, including neural networks [10,13], decision trees [1,12]
and support vector machines [11,12]. To ensure the results presented are rep-
resentative, each of these techniques is used in this paper. Experiments were
performed for each user using 4 different durations and 9 sparsities, with each
repeated 50 times.
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(a) Split on retention probability (b) Split on training length

Fig. 1. Predictive accuracy against evaluation window averaged across classifiers

(a) 2 day evaluation window (b) 14 day evaluation window

Fig. 2. Retention probability against predictive accuracy for different durations

5 Results

Each classifier performed similarly across all experiments, and so for brevity we
present results averaged across classifiers. Figure 1 shows how predicative accu-
racy varies with evaluation window length. With an evaluation window of 0 days,
the resulting predictions are for a single instance, meaning that |Ŝ| = |S| = 1. As
the evaluation window is increased to approximately 1 hour, prediction accuracy
increases. This is because any error in a set of predictions made on an individ-
ual visiting a small number of locations, especially a single location, is likely
to negatively skew predictive accuracy. As the set of visited locations increases,
any single error has a reduced impact. Despite this, predictive accuracy declines
as the evaluation window is increased further, likely due to the inherent com-
plexity of human mobility. This finding can be used to inform the design of
location-aware services, not least because the selection of an appropriate evalu-
ation window can impact the utility of the service.

We now consider how sparsity and duration impact the performance of pre-
diction techniques. Figure 2 shows how predicative accuracy changes with levels
of sparsity for the different training durations. In particular, Figs. 2a and 2b show
these results for evaluation windows of 2 and 14 days respectively. It can be seen
that an increase in the proportion of location data, i.e., a reduction in sparsity,
consistently yields increased predictive accuracy, although the increase is non-
linear. This change in growth rate is significant, since it demonstrates that the
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(a) 2 day evaluation, split on n (b) 14 day evaluation, split on n

(c) 2 day evaluation, split on r (d) 14 day evaluation, split on r

Fig. 3. Training instance count against predictive accuracy

increase in quality of service afforded is not necessarily linear with the amount
of location data collected for prediction.

Figure 3 shows the relationship between number of training instances and
predictive accuracy. The number of training instances is a function of both spar-
sity and duration — the same number of instances can be generated from a short
duration with low sparsity or a longer duration at higher sparsity. In order to
investigate the interplay between sparsity and duration, each graph shows the
result of dividing the range of instance values (0 − 35000) uniformly into groups
of 1000, with data points falling into each grouping being averaged.

It can be observed from Figs. 3a and 3b that there is a marked difference in
terms of predictive accuracy when drawing on training instances of longer dura-
tion (and therefore higher sparsity). With a fixed number of training instances,
those drawn from a longer duration perform nearly uniformally better than those
from a shorter duration. This finding is reinforced by Figs. 3c and 3d which show
a less pronounced relationship between predictive accuracy and number of train-
ing instances when split on different retention probabilities. This substantiates
the finding that the duration over which location data is collected is at least as,
if not more, important to predictive accuracy than sparsity.

6 Conclusion

This paper has explored the impact of sparsity and duration on the accuracy
of location prediction, with a view to informing the design of location data col-
lection mechanisms. Our analysis is based on data collected from 5 individuals,
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which, although limited, improves on previous approaches that use a single indi-
vidual’s data [3,5], or on artificial simulated data [4,7,16,17].

In particular, we have demonstrated the performance of established loca-
tion prediction techniques under general purpose models of data, prediction and
evaluation. These results provide insight which suggests: (i) a relationship of
diminishing returns in predictive accuracy when collecting user location data at
increased rates over a fixed period, and (ii) the duration over which a fixed size
sample of location data is collected has a greater impact on predicative accuracy
than data sparsity.
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Abstract. In this article, we present a unified perspective on the cog-
nitive internet of things (CIoT). It is noted that the CIoT design is the
convergence of energy harvesting, cognitive spectrum access and mobile
cloud computing technologies. We unify these distinct technologies into a
CIoT architecture which provides a flexible, dynamic, scalable and robust
network design road-map for a large scale IoT deployment. A general
statistical framework is developed and new metrices are introduced so
that the design space of the CIoT can be quantitatively explored in the
future. A brief overview of both the energy and spectral performances
of the CIoT network is presented and its possible future extensions are
highlighted.

Keywords: Internet-of-things · Cognitive radios · Cloud · Energy har-
vesting · Shared spectrum · Underlay · Interference

1 Introduction

The term ‘internet-of-things’ (IoT) was coined by Kevin Ashton in 1999. The
central idea was to empower everyday objects with internet connectivity thus
enabling pervasive and autonomous communication. The foundation of IoT is
based on Weiser’s [1] vision of profound software/hardware technologies that
weave themselves into fabric of everyday life such that they become indistin-
guishable. The functionality and modalities of these technologies is distributed
across a variety of interconnected objects. The inter-connectivity of these objects
is pivotal as the collective intelligence of the IoT network emerges from simple
object level interactions. In turn, such a collective intelligence can be credited
with driving significant innovations in the context of various applications under
the umbrella of smart homes and cities.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 201–210, 2015.
DOI: 10.1007/978-3-319-19743-2 30
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1.1 The IoT Grand Challenge

A recent survey from EiU [2] indicated that around 75% of businesses are either
actively considering or employing IoT enabled solutions. It is projected that
around 500 billion [3] so-called ‘smart things’ will become part of our day-to-day
activities by 2020. Consequently, the IoT faces the challenge of becoming heavy
on ‘things’ while struggling on the connectivity frontier.

A quick glance at the frequency allocation charts provided by the regula-
tory bodies reveals that most of the prime spectrum is already assigned and
the margin for accommodating the emerging wireless applications such as IoT
is low. Consequently, it seems natural to think of the spectrum scarcity as a
real challenge posed due to the high utilization of the Hertzian medium. How-
ever, a reality check on the usage patterns of the available spectral resources
reveals that in a nutshell the spectrum scarcity is nothing but artificial. Spec-
trum occupancy measurements [4,5] have revealed that these licensed bands are
highly under-utilized across space and time. From 13% to 87% of the radio
spectrum remains unused across spatio-temporal domains. This sporadic uti-
lization of scarce electromagnetic spectrum creates an artificial scarcity which
in turn poses the inter-connectivity challenge for IoT. Regulatory bodies such as
the FCC (in the USA) and Ofcom (in the UK) have already noticed that such
under-utilization of the spectrum can be avoided by more flexible and dynamic
spectrum access (DSA) mechanisms [6]. Radio spectrum is a multidimensional
entity, i.e., frequency is not the only parameter/dimension which characterizes
the spectral opportunity. Space, time, transmission power, polarization, medium
access and interference all combinely shape the radio environment. The dynamic
spectrum access (DSA) mechanism employs one or more of these parameters to
break the shackles of rigidity imposed by the command and control mechanism.
Cognitive radios (CRs) are envisioned to be the key enablers for provisioning
DSA. CRs are based on opportunistic exploitation of radio spectrum across one
or more dimensions. Nevertheless, while the CR platform renders itself as a
promising solution for improving connectivity, its suitability in context of IoT is
limited due to two main reasons:

1. High cost: CRs employ sophisticated hardware to derive operational envi-
ronment awareness and so naturally the radio platforms costs are higher as
compared to dumb radio terminals. For IoT solutions, the radio platforms
will be embedded inside objects requiring both additional cost and form
factors. Thus the radio platforms should be as simple as possible, ideally
comprising of a single chip on which a radio transceiver is integrated with
the micro-controller unit (MCU). Manufacturers such as Texas Instrument,
Nordic Semi-conductor, Maxim, CSR ,etc., are already providing such simple
solutions.

2. Energy consumption and life-time: CR terminals often pay the cost of oppor-
tunism in terms of their higher energy consumption. More specifically, the
operational environment awareness is driven from the inference process which
consumes more energy as compared to simple radio platforms. For the wire-
less access applications, energy consumption is not considered as a design
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constraint due to supply of power from the grid. Nevertheless, for IoT based
applications energy-consumption is of the utmost important. As discussed
earlier, the radio platform is part of variety of objects, most of them having
no/limited access to the power running on coin cells, etc. In this context,
the cost of opportunism may be incurred in terms of the reduced operational
life-time of these objects.

While object life-time is a critical aspect of design, the issue of so called ‘green
design’ is further brought into play due to a predicted high volume of smart
things. Specifically, as predicted in a recent report by Ericsson [3], the CO2

emissions due to increased number of internet connected devices will increase
from 800 Mtonnes to 1200 Mtonnes by 2020. In terms of net emissions, ICT will
continue to maintain its 2 % contribution to the global carbon foot-print. Nev-
ertheless, according to the Intergovernmental Panel on Climate Change (IPCC)
current emission trends are far from sustainable, requiring exponential reduction
to meet a 2◦C rise in global temperature. In a recent survey by Cable News Net-
work (CNN) it was estimated that a 2◦C rise in global temperature will result in
a 100 billion US dollar expense rise for addressing various challenges due to cli-
mate change. In summary, like all other sectors ICT should exponentially reduce
energy consumption to operate in a eco-friendly manner. Thus in summary, for
deployment of 500 billion IoT devices a clean slate design is necessary to address
both energy and spectral efficiency issues.

1.2 Design Attributes and Proposed Architecture

The grand challenges posed in the context of the cognitive IoT (CIoT) can be
easily translated into design attributes/constraints. To summarize, the radio
platform employed in CIoT devices should be: (i) simple yet agile; (ii) spectrally
efficient and (iii) low power with a minituarized form factor. To satisfy these
design attributes, the definition of cognition in context of the IoT must be revis-
ited. In particular, not only spectral agility is of a prime importance but power
consumption awareness should also be embedded into the cognitive engine. We
advocate that the cognitive engine must be equipped with a potential to harvest
energy from ambient sources and in some cases from the objects themselves.
For instance, consider smart door locks installed in modern houses. The radio
transceivers on these locks can be powered using solar panels harvesting indoor
ambient light from both natural and synthetic sources. Moreover, these locks
can also harvest power from the mechanical motion of door itself. As smart
objects have a very low-duty cycled traffic harvested energy provides a signifi-
cant potential for designing self-sustainable so called ‘zero-energy consumption’
CIoT networks.

In this paper, we propose a cloud enabled CIoT platform as depicted in Fig. 1
to address the aforementioned challenges. From an object oriented programming
approach it is well known that an object can be adequately described by its
attributes and functionalites. These functionalites and attributes can be linked to
external stimuli characterizing events. The behavior of the object in response to



204 S.A.R. Zaidi et al.

Fig. 1. Proposed architecture for cognitive IoT networks

an external stimulus is defined by the device profile. External and internal stim-
ului may trigger interrupts which should be handled in accordance with device
profile and current state. We propose that this object related functionality should
be implemented in the so called ‘object manager’ which forms the central part of
CIoT engine. The object engine coordinates with both the energy and spectrum
managers to provide context awareness and indicate required quality-of-service
or quality-of-information constraints. The object management life cycle can be
simplified as most of the inference can be moved up to the centralized cloud
processor. Thus objects can be made simpler by implementing basic look-up
tables which map events, stimulus, attributes and functionality. Notice that the
cloud based architecture provides flexibility of re-configuring the object manage-
ment engine on the fly.

Spectrum and energy management engines are responsible for maximizing
the spectral and energy efficiencies of a CIoT network. We advocate the use
of a cognitive underlay based spectrum access which requires only transmit
power/medium access probability adaptation at the CIoT platforms [7]. The
intrinsic advantage of the proposed spectrum access is that its implementa-
tion is simple and does not require additional sophisticated hardware. Based
on the dynamics of the primary network, the cloud re-configuration engine can
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re-configure access probabilities and transmit power to guarantee that the QoS
of the legacy network is not violated. Thus, implementing a robust co-existence
framework between the primary users and the CIoT devices. The practical imple-
mentation of such a spectrum access would require a simple look up table at each
device, i.e. CIoT platforms do not lose either their cost-effectiveness or the form
factor through the implementation of the proposed cognitive access strategy.
A general framework for performance characterization of these engines is intro-
duced in a subsequent discussion.

2 Energy Outage Probability in Harvesting
Empowered CIoT

In order to maintain generality, in this article, we do not restrict our analytical
models to a particular scenario. We will present a general framework for perfor-
mance characterization of the CIoT networks which can be employed to study
various specific use-cases.

Harvesting energy from natural (solar, wind, vibration, etc.) and synthesized
(microwave power transfer) sources is envisioned as a key enabler for realizing
green wireless networks. In this context, the energy management engine plays a
central role. Energy harvested from the ambient sources such as natural and man-
made light, temperature gradients, vibrations and mechanical motions results in
an energy field which possesses the following form

IH (t,x) = ID (t,x) + IR (t,x) Watts/m2, (1)

where ID is the deterministic power density and IR captures random fluctu-
ations in ambient power field due to the environment. In general, the power
arrival process at a transducer has both spatial and temporal dynamics. For
instance, the power arriving at a indoor solar panel is a function of its latitude,
longitude, zenith angle, hour angle and the day number [8]. Transducers are not
ideal in converting the ambient energy into output power. Generally, the input-
output relationship of the transducer is non-linear. Thus the output load is often
matched to provide a maximum energy transfer. In general, the power output of
a transducer can be represented as

Pout (t,x) = fT (ID (t,x) + IR (t,x)) Watts. (2)

where fT (.) is the non-linear transducer response. For instance, for the PV panel
the output current can be expressed in terms of the ambient solar irradiance IH

(see eq. (1)) as follows [8]

IPV = Isc

[

1 − κ3

{

exp
(

VPV

κ4Voc

)

− 1
}]

, (3)

where κ3 =
(
1 − IMP P

Isc

)
exp

(
VMP P

κ4Voc

)
and κ4 =

(
VMP P

Voc
−1
)
/ln
(
1− IMP P

Isc

)
which

depends on the module parameters: (i) short circuit current Isc; (ii) open circuit
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voltage Voc; (iii) maximum power point voltage VMPP and (iv) maximum power
point current IMPP . These parameters can be expressed as a function of the
ambient temperature and global horizontal irradiance as

Isc = Iscs × IH

IS
× [1 + ς1(T − Ts)], (4)

Voc = Vocs + ς2(T − Ts), (5)

IMPP = IMPPS × IH

IS
× [1 + ς1(T − Ts)], (6)

VMPP = VMPPS + ς2(T − Ts), (7)

where Iscs, Vocs, IMPPS ,VMPPS are defined at standard conditions, i.e., IS =
100 mW/cm2 for outdoor/IS = 100 μW/cm2 for indoor and Ts = 25◦C with ς1 and
ς2 being the current and the voltage coefficients. These parameters are generally
provided in the data sheet of a PV module. From Eq. (3), the output power of the
PV panel can be computed as a function of the voltage as Pout = IPV VPV . Most
of the modern day panels are equipped with maximum power point tracking
algorithms1. The maximum output power can be extracted by adjusting the
cell load resistance. The maximum extracted power is denoted by Pmax

out and is
computed by maximizing PPV with respect to output voltage.

The short-fall of the energy for a certain desired power Preq can be measured
in terms of the ‘energy outage probability’ as

ε
{e}
out(t,x) = P {Pout < Preq} = P

{
IR < f−1

T (Preq) − ID

}
,

= FIR

(
f−1

T (Preq) − ID (t,x)
)
, (8)

where FIR
(.) is the cumulative density function of IR the random component of

the ambient energy field for a certain time t and location x. Generally, f−1
T (a) is

a monotonically decreasing function with respect to a and thus εout is increasing
function of Preq, i.e. with an increase in required power for a fixed time instance
and a spatial location the energy outage probability also increases towards unity.
The dynamics of the energy harvester and thus the management engine of a CIoT
platform can be completely characterized in terms of energy outage probability.

3 Spectral Access Outage Probability in CIoT

Consider a large scale CIoT network co-existing with the primary network.
The spatial distribution of both primary and CIoT nodes is captured by two
independent homogenous Poisson point processes (HPPPs) Πp (λp) and Πc (λc)
respectively2. Further assume that CIoT nodes employ a random access strategy
similar to the slotted ALOHA MAC protocol to schedule their transmissions over
1 Sometimes implemented at inverter level rather than panel level .
2 The HPPP assumption is reasonable in the context of CIoT as the objects are

deployed by the user and are spatially distributed across the entire city.
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a shared medium. More specifically, at an arbitrary time instant both the pri-
mary and the secondary devices can be classified into two distinct groups, i.e.,
nodes which are granted with the medium access and those whose transmissions
are deferred. If pi denotes the medium access probability (MAP) for an arbitrary
user x ∈ Πi

3, then the set of active users under slotted ALOHA MAC also forms
a HPPP:

Π
{TX}
i = {x ∈ Πi : 1(x) = 1} with density λipi, (9)

where i ∈ {c, p}.

where 1(x) denotes a Bernoulli random variable and is independent of Πi. The
received SIR of a typical primary user can be characterized as

SIR = Γp =
hpl(rp)∑

i∈Π
{T X}
p \{x} hil (‖xi‖) +

∑
j∈Π

{T X}
c

ηgj l (‖xj‖)
,

= Γp =
hpl(rp)
Ip + ηIc

=
hpl(rp)

Itot
, (10)

where hp, hi, gj ∼ E(1) random variables capturing the effect of Rayleigh fading,
l(r) = r−α is the path-loss function with α ≥ 2 being the environment dependent
exponent, η = Pc

Pp
is the transmit power ratios of the CIoT and primary networks

and rp is the distance between primary transmitter and receiver.
The primary user’s QoS constraint can be expressed in terms of the desired

SIR threshold γ
{p}
th and an outage probability threshold

P
{p}
out (Pc, pc) = Pr

{
Γp ≤ γ

{p}
th

}
≤ ρ

{p}
out . (11)

Notice that the primary user’s outage probability is coupled with the aggregate
interference generated by the CIoT network. Consequently, secondary access is
limited subject to the constraint in Eq. (11). It can be easily shown that the
maximum permissible MAP for the CIoT devices can be characterized as

pc =
fMAP

(
λp, λc, ρ

{p}
out , γ

{p}
th

)

P
2/α

c

, (12)

where fMAP (.) depends on the primary networking parameters, the propagation
characteristics of the co-located networks and the required QoS requirements. For
an ad-hoc network fMAP (.) is characterized in [7] which can be easily extended
to the cellular primary network. Generally, fMAP (.) decreases with an increase in
the QoS requirement and/or the density of the primary transmitters. It decreases
with an increase in a CIoT transmit power and increases with a decrease in the
CIoT transmitter density. The spectral outage probability is the event that the

3 With a slight abuse of notation, x ∈ R
2 is employed to refer to the node’s location

as well as the node itself.
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CIoT transmitter is in a spectrum limited regime, i.e., it has had to defer its
transmission for the current slot. Thus

ε
{s}
out = 1 −

fMAP

(
λp, λc, ρ

{p}
out , γ

{p}
th

)

P
2/α

c

. (13)

Consequently, the relationship between spectral and energy outages can be char-
acterized as follows

ε
{e}
out = FIR

⎛

⎜
⎝f−1

T

⎛

⎜
⎝

⎛

⎝
fMAP

(
λp, λc, ρ

{p}
out , γ

{p}
th

)

1 − ε
{s}
out

⎞

⎠

α
2
⎞

⎟
⎠ − ID (t,x)

⎞

⎟
⎠. (14)

For the case of indoor solar energy harvesting, the formulation can be simplified
using Eq. (3) as

ε
{e}
out = FIR

⎛

⎝Θ

(
1

1 − ε
{s}
out

)α
2
⎞

⎠, (15)

where f(x) = Θ(g(x)) implies that c1g(x) ≤ f(x) ≤ c2g(x) following the Landua
notation. From [9], we have that

ε
{e}
out =

1
2

⎡

⎢
⎣1 + erf

⎛

⎜
⎝

(
1 − ε

{s}
out

)−α/2

2

⎞

⎟
⎠

⎤

⎥
⎦. (16)

This provides us with the spectral-energy outage operating curve (SE-OPC) for
CIoT networks. The SE-OPC serves as a guideline to decide whether a CIoT
network is operating in energy limited regime or the spectrum limited regime.
The exact shape of the curve is coupled with the operating parameters of the
harvester and the network. However, in this study we are only interested in the
scaling behavior and thus do not consider the specific values.

4 Discussion and Future Directions

Figure 2 illustrates the SE-OPC for CIoT networks for the considered reference
scenario of an indoor solar panel. It is clear that both the energy and spectral
outage probability are positively coupled with each other. Specifically, both the
spectral and the energy outages are increasing functions of the CIoT platform
transmit power, i.e., a high transmit power for CIoT radio will result in:

1. vanishing transmission opportunities due to interference protection imple-
mented by the cloud controller to guarantee the primary user’s QoS require-
ment;

2. requiring an amount of energy for transmissions which cannot be fulfilled by
the harvester.



Cognitive Internet of Things: A Unified Perspective (Invited Paper) 209

0 0.2 0.4 0.6 0.8 1
0.5

0.6

0.7

0.8

0.9

1

Spectrum Outage Probability ( ε
out
{s} )

E
n

er
g

y 
O

u
ra

g
e 

P
ro

b
ab

ili
ty

 (
ε o

u
t

{e
} )

α=4
α=3
α=6

Region I
Region II

Fig. 2. SE-OPC for CIoT network for varying path-loss exponents (see Eq. (16)).

This leads to the conclusion that adopting a low transmit power will reduce both
the energy and the spectrum outage probabilities. However, the low transmit
power employed by a CIoT platform may not be able to guarantee the required
QoS or QoI at each CIoT node. Consequently, the transmit power must be
optimized by considering all three factors, i.e., energy and spectral outages and
CIoTs throughput. Due to space limitations, the optimization of transmit power
is deferred for the journal version of this article.

From the energy outage perspective, there exist two distinct regions. These
regions mainly demonstrate the impact of an increase in the path-loss exponent.
An increase in the path-loss exponent results in: (i) signal power reduction;
(ii) rapid attenuation for co-channel interference. Thus intuitively these two
regions demonstrate the power limited vs. interference limited operation.

5 Conclusion

In this article, we provided a unified architecture for the cognitive internet-of-
things (CIoT) framework. We advocated that the definition of cognition must
be extended to incorporate IoT specific design challenges. We solicited a cloud
based cognitive underlay spectrum access for the IoT radio platforms. Further-
more, energy harvesting is proposed to attain so called self-sustainable network
design. We introduce a novel statistical framework to characterize the energy
and spectral outages in CIoT networks. The relationship between energy and
spectral outages was explored for a reference scenario of indoor solar energy
harvesting. It was shown that both outages are positively coupled as they are
governed by the same underlying parameter, i.e., transmit power. It was shown
that there exists tradeoff between minimizing the outages and maximizing the
QoS and thus optimal transmit power must be adopted to maximize network
level performance.
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Abstract. We report on work in progress towards a practical implemen-
tation of a software defined overlay network that provides data delivery
services at a freely definable and provably optimized quality of service.
Our example implementation establishes transparent secure transmis-
sion, where security is in terms of confidentiality, authenticity and avail-
ability. Using general techniques from game-theory, we show how to
simultaneously optimize several performance indicators of a transmis-
sion service, taking care of interdependencies and using security as a
showcase application.

Keywords: Communication · Security · Pareto-optimality · Game
theory

1 Introduction

Software-defined networking (SDN) provides new means of managing computer
networks. It eases the provisioning of forwarding strategies, and resource allo-
cation, and provides means to monitor traffic by separating the control plane
and data plane on network devices [8] (cf. Sect. 1.1). We pursue the goal of pro-
viding secure communication over networks. Security is here a “joint” property
consisting of confidentiality, authenticity and availability1.

We employ SDN for realising strategies (transmission paths) in the network
that provides the highest quality of security (“QoS”) for a specific communica-
tion between two entities (the sender and the receiver). Nodes in-between the

1 We deviate from the standard setting in enterprise security, where integrity replaces
authenticity. However, since authenticity usually implies integrity on a technical
level, we can safely go with our modified “definition” here.
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communication path may be subject to an attack. Each node has certain prop-
erties (e.g., software version, accessibility for external personnel). With the use
of these properties, we derive the set of nodes that are likely to be attacked. For
example, a certain software version may indicate that there exists an exploit that
grants root access. The adversary may attack any node in the network, except the
sender and receiver. The sender and receiver may use multipath transmissions
(MPT) for communicating by employing an appropriate protocol (cf. Sect. 1.2).
In order to find secure communication paths through the network, we employ
game theory, where the adversary plays against the sender and receiver (each
party trying to maximize its payoff). Our testbed allows to model a network, i.e.,
enterprise networks and it provides the possibility of implementing the security
strategies in the network by means of an application layer protocol (cf. Sect. 1.3).

The paper is organized as follows. Section 2 provides the theoretical prelim-
inaries on our game theoretic approach. Section 3 provides practical insights on
the implementation of our approach using our testbed. Finally, Sect. 4 summa-
rizes the paper and provides an outlook on future work.

1.1 Enterprise Communication

Secure communication in a perhaps widely distributed enterprise infrastructure
is strongly dependent on the user’s awareness and willingness to follow guidelines
and best practices. Security breaches may indeed occur, due to users finding it
difficult or cumbersome to apply proper encryption or digitally sign a message
for authentication.

On the contrary, technology like virtual private networks (VPN) or transport
layer security (TLS, formerly known as secure socket layer – SSL), enjoy wide
acceptance and are examples of what is nowadays called “usable security” [4]2.

Pursuing this idea further, why not have a software-defined virtual network
in a system that transparently delivers messages in a secure manner, without
burdening its user with details of security?

The benefits of having a software defined network on top of a physical one
(yet sharing its topology) is manifold, as (1) it minimizes risks of accidental
misuse, as users are no longer directly responsible for or involved in technical
matters of security, and (2) it presents a neat dual use of network redundancy
for purposes beyond availability, by adding naturally to the enterprise risk man-
agement (details of which will briefly be explained in Sect. 1.2).

1.2 Multipath Transmission

Briefly speaking, multipath transmission (MPT) delivers a message over a net-
work by utilizing multiple mutually disjoint paths (intersecting only at the sender
and receiver’s nodes). Using different encodings of the payload, we can use such
techniques to increase throughput (split a message into parts and transmit them

2 Here, we neglect issues of IT administration to properly set up and run the underlying
system, which may be far from a trivial task.
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in parallel), increase reliability (send several copies of a message in parallel) or
increase security (use secret-sharing techniques to hide information from eaves-
droppers on a limited subset of channels [5]).

A technical difficulty of setting up MPT in a real life network is the lack
of respective support in layers below the application. Although the internet
protocol – theoretically – could do source-routing along pre-defined paths (as
it is necessary for MPT in wired networks with fixed topology), such features
are mostly not supported by network devices or otherwise deactivated for secu-
rity reasons (note the irony). The problem is less prevalent in wireless (ad hoc)
networks, and suitable protocols are more developed and more intensively inves-
tigated [1]. Software-defined networks (on the application layer) let us elegantly
overcome obstacles known from wired (or partially wireless) networks that would
otherwise hinder the effective use of MPT.

MPT has seen fruitful applications in wireless and wired networks, towards
goals of security [6,7,16], reliability [3,15] or media delivery [13]. However, com-
mon to most of that preliminary work is their focus on a single particular goal,
leaving effects on other performance indicators of interest mostly aside. Exploit-
ing the full potential of MPT in all its applications, is a matter of theoretical
considerations on how to use MPT to get the most from it, and practical matters
on how to properly run it over a network whose hardware would not play the
game properly. These issues are both discussed in Sects. 2 and 3.

1.3 Our Testbed

To properly set up, test and verify the services of a software-defined network,
it is useful to rebuild standard enterprise network topologies in the lab, so as
to have a realistic testbed on which a software defined overlay network can be
studied. To this end, let us construct our enterprise infrastructure as being a
globally acting pharmacological corporation, with many subsidiaries all over the
world (distribution sketched in Fig. 1) that are interconnected over an MPLS
network. Intranets at each branch follow reference network topologies, such as
sketched in Fig. 1 or simpler.

Now, suppose that we seek to establish a software-defined overlay network in
this enterprise for a transparent, reliable and secure delivery of content within
the company. The goal is thus to simultaneously optimize several performance
indicators, including at least the following: (1) reliability, (2) confidentiality,
(3) authenticity and (4) bandwidth/latency. The first three indicators are quan-
tified in terms of probability (for a successful transmission), and the fourth
indicator is a bandwidth estimate. Hence, we seek to establish a good quality
of service (QoS), where the service level agreement is made up of several things
that are potentially interdependent and require a “holistic” treatment. Section 2
sketches how this can be done in theory, and Sect. 3 reports on practical imple-
mentations thereof.
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Fig. 1. Testbed

2 Theoretical Groundwork

A concept to assure optimal performance of multiple performance indicators has
been discussed in [9]. While this work has been focused on security, the idea is
not limited to this application. In brief, the idea of running a communication
infrastructure in a way to optimize several of its performance indicators is based
on certain degrees of freedom on how load is balanced in the network and how
the routing is done (this is the point where a software-defined overlay network
becomes most useful as it spares changes to running infrastructure).

The basic idea is bought from the concept of zero-sum games, where two
players engage in a competition towards selfishly maximizing their own good
at the cost of the other. Adopting the perspective of one of these players, the
zero-sum strategy gives a minimum guaranteed performance, no matter what the
opponent actually does (as long as his actions remain within known action sets)
[2]. This can be extended towards multiple goals (latency, security, etc.), as was
first done by [14] and revisited in [9]. In a nutshell, let u1, . . . , un be performance
indicators referring to all aspects of interest (can be probabilities, bandwidths,
etc.). Given a finite set PS1 of network provisioning strategies (i.e., different
(transmission) configurations) and a finite set PS2 of potential problem scenarios
(e.g., node failures, security breaches, etc.), computing performance indicators
under specific scenarios from PS1 × PS2 is a trivial matter of simulating the
protocols (say, in OmNet++ or any handcrafted script program). For example,
MPT is straightforward to analyse, when the transmission configuration is the
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set of chosen paths, and the problem scenario is a set of outage nodes. Computing
the effects on the security, bandwidth, etc. is easy by a plain protocol simulation.
Computing the network performance in all scenarios from PS1 × PS2 creates
a set of matrices (each having dimension |PS1| × |PS2|, where |·| denotes a
set’s cardinality), from which we can compute an optimal network provisioning
strategy x∗ (being a randomized choice rule on all valid configurations from
PS1), and performance level vector v = (v1, . . . , vn), with the following two
properties [9]: given that the transmission parameters are (drawn from) x∗, we
have

Assurance, meaning that ui ≥ vi, i.e., vi is the minimum guaranteed perfor-
mance, regardless which problem scenarios from PS2 arise with which fre-
quency, and

Efficiency, meaning that any different transmission configuration x �= x∗ dete-
riorates the performance in at least one of our indicators, i.e., there is an
index i so that ui < vi.

In the background, computing x∗ and v is a matter of solving an (n+1)-person
game, in which the network provider (player 0) competes with n opponents, each
of which seeks to minimize the network performance in a different regard (zero-
sum regime on each indicator). This zero-sum construction yields assurance and
efficiency exactly as it does in the scalar case of a single performance indicator.
It is therefore occasionally referred to as a (Pareto-optimal) security strategy
[14]. For example, in seeking minimal latency, we may define x∗ as the rule
to always choose the currently most reliable path(s). Likewise, towards best
security, we may choose the paths with best protection (not necessarily being
the most reliable ones). The framework of [9] shows how to simultaneously take
care of all these goals. The numerical computation of x∗ and v is possible by
an iterative algorithm, adapted from [12] (showing how to solve “one-against
all”-type games), which we implemented in our prototype. The tricky part is
to have the infrastructure do the MPT according to the optimal (randomized)
configurations x∗, which is where software-defined networks come in extremely
handy.

3 Practical Implementation

Basically, our prototype implementation does randomized source-routing on the
application layer (OSI layer 7). More precisely, given a topology with redun-
dant connections (found in most reference network structures such as sketched
in Fig. 1), x∗ is a set of paths (or path bundles) that shall be selected with
prescribed probabilities (i.e., x∗ is actually a probability distribution supported
on the transmission configuration set PS1). The network itself is defined by a
set of instances of the client software, running at different machines in the net-
work. Each client can act as sender, receiver or (passive) relay on layer 7, where
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confidentiality is assured by cryptographically enhanced MPT3. Availability is
determined by whether or not all packets reach their destination. Authenticity
is achieved by a simple multipath authentication scheme detailed in [11].

The computation of x∗ and its implied quality-of-service vector v are com-
puted by an enhanced version of the system described in [10], implementing the
method of [12] to compute x∗ and v as defined in [9].

A Worked Example: To practically test and demonstrate the feasibility and
security of our system, we implemented a Java demonstrator application that
handles the routing and cryptographic operations necessary to deliver a message
securely from a sender to a receiver. The example network that we treat here is
simplified for plausibility without requiring the reader to do the math underneath
the theoretical groundwork (as sketched in Sect. 2) to “verify” the correctness of
the results and the example.

The network consists of five nodes that are interconnected as shown in
Fig. 2. For authentication, the protocol in [11] adds message authentication codes
(MACs) to the payload that are based on secrets shared with other nodes in
the network (common secrets being indicated by dashed connections). To verify
the authenticity of a received message, the receiver simply asks other nodes in
the network to verify the MAC. In that sense, the system sort of resembles how
handwritten signatures can be checked on printed documents without electronic
or cryptographic help.

1

2

3 5

4

Alice Bob

Fig. 2. Example network

The efficient assurance of optimal security in terms of authenticity, avail-
ability and confidentiality uses single-path transmission over a randomly chosen
path 1 → x → 5 where x is chosen uniformly from {2, 3, 4}. It is easy to see that
an attacker gaining control over one or two nodes has only a one-out-of-three
chance to learn the information, which yields a 66 % chance of the message being

3 Actually, a rather simplified version of perfectly secure MPT, which splits a message
m into a set of random strings so that their XOR recreates m. Despite there being
much better practical protocols, in case of two-path transmissions, our scheme is
isomorphic to a one-time pad and thus unbreakable. This security is, however, bought
at a higher risk of communication failure in case that one or more packets get lost.
Thus, the two goals “confidentiality” and “availability” are somewhat conflicting.
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Fig. 3. Sender’s (Alice’s) view (demonstrator prototype)

delivered (availability) in privacy (confidentiality). If the receiver Bob asks all
three nodes {2, 3, 4} to verify the attached MACs, then there is even a 100 %
guarantee of a forgery to be detected upon one rejected MAC verification. This
security assurance is displayed in Alice’s window (corresponding to node 1 and
shown in Fig. 3). The address book shows to which receivers (in our case only
node 5, which is Bob) she can deliver messages to. The lowest part of the window
shows this node’s direct neighbors in the network. This is important to demon-
strate that a node needs only local information on the network topology, as it
is concerned only with where to send the packet away, but it does not need to
know the full network topology. The entire transmission works along several (in
our case only one) intermediate node, any of which needs only local (and hence
minimal) information about the full network.

The likelihoods of a confidential delivery can, at the cost of investing much
additional transmission overhead, be raised arbitrarily close to 1 by repeating
the process to deliver a set of random numbers r1, . . . , rn−1 and encrypting
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Fig. 4. View and data of intermediate node 2 (demonstrator prototype)

the payload m in the final blow as rn := m ⊕ r1 ⊕ · · · ⊕ rn (where ⊕ is the
bitwise XOR), so that each r1, . . . , rn−1 on its own would perfectly conceal the
message m like a one-time pad. In turn, this requires all packets to be correctly
delivered, thus lowering availability of the channel in much the same way. More
sophisticated error-correcting transmission schemes (see e.g., [5]) can elegantly
cover for this tradeoff, but are outside our scope here.

Our prototype can be configured to take any number of given rounds; in the
example this would be n = 5 repetitions. Figure 5 shows a log print of all infor-
mation that this node receives, displaying the recovered message (“Hello Bob!”)
in the middle of the window. As the log of the intermediate node 2 shows, see
Fig. 4, this node receives some but not all (only three of the five) packets neces-
sary to reconstruct the final message for Bob; the entirety of required messages
being listed in the log of Fig. 5. So, a potentially hostile node 2 would – in an
information-theoretic sense – be unable to learn anything from sniffing on the
network traffic.
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Fig. 5. Receiver’s (Bob’s) view (demonstrator prototype)

The other information displayed in the window(s) relates to network topol-
ogy information and the (base64-encoded) authentication keys shared with the
neighbors (in case of node 2, this would be only node 1, with which the dashed
edge indicates the existence of a shared key for MAC verification. In turn, node
1 would use this shared key to have node 2 verify the MAC that Alice attached
originally (the details of this authenticity verification conversation are as well
displayed in the log files of the involved nodes; Figs. 4 and 5).
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4 Conclusion

The lesson learnt from our practical experiments on the theoretical concept of
security strategies (SS) is twofold: first, an SS is a way in which a network can be
utilized towards a guaranteed quality-of-service in multiple and interdependent
aspects. This QoS is assured independently of any problem occurrence within
a known set of scenarios. Despite the name “security strategy” and security
being a nice showcase application, the concept sketched in Sect. 2 is in no way
restricted to security and can be applied to many other QoS indicators straight-
forwardly. Second, software defined networks make an implementation of such
security strategies most simple and feasible, as SDN give the full freedom to
implement such optimal network utilization regimes without having to worry
too much about underlying technical circumstances or limitations. Thus, appli-
cations reaching far beyond the security scope are imaginable, which this work
may stipulate.
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Abstract. Resilient high capacity and low delay millimeter wave wire-
less mesh networks (WMNs) can provide suitable backhaul connections
for future broadband mobile networks. The WMN solution is best suited
in cases where base stations are installed in locations without optical
fiber connection to transport network, e.g., small-cell deployment to hot
spots in dense urban areas. Recently software defined network (SDN)
concept has become popular in many networking areas including mobile
networks. One of the key promises is to provide an efficient way for net-
work operators to extend and create new services. As the whole network
is controlled by a single central entity that is based on software code,
it would be easy to make large scale network upgrades without need to
wait that updates are available for all network elements (NEs). There
is, however, a clear conflict between SDN ideas and WMN operation.
The performance and reliability of the latter one is heavily depended on
fast local reactions to, e.g., link degradations. Centralized control would
introduce longer delays in reactions. In this paper, we are proposing a
concept which solves these problems and allows for combining the best
features of both WMN and SDN.

Keywords: Wireless mesh · SDN · Mobile backhaul · Network abstrac-
tion · Network virtualization

1 Introduction

Increasing capacity demands in broadband mobile networks call for new solutions
especially in dense urban areas. To meet these needs, the traditional macro-cell
architecture has to be augmented with small cells that cover the hot-spot areas.
One of the major problems in small-cell deployment is the lack of suitable fixed
wireline backhaul connections in many potential installation sites. Furthermore,
this development can easily lead to multiplication of the number of cells by a
factor of 10. This means that the cost of small-cell installation must be brought
down as low as possible with, e.g., zero-configuration [1].

Installing new fiber optic network connections for micro cells is very costly
in dense urban areas and, in many cases, also very time consuming because of
the required planning and official permits. Thus, the use of wireless backhaul
connections is a natural choice for these kind of small-cell scenarios. However,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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the capacity requirements for LTE-A and forthcoming 5G are such (≥1 Gbit/s
per base station) that they are hard to meet with current wireless systems.
Millimeter wave (mmW) RF systems (e.g., 60 GHz or 71–88 GHz) can provide
ample capacity to meet the requirements.

Using mmW RF technology makes it necessary to apply narrow-beam
directed point-to-point links between stations to provide sufficient link budgets
for usable link spans. This is actually an advantage as it increases the total
system capacity compared to omni-directional transmissions. However, narrow
mmW beams are rather vulnerable to disturbances and thus the reliability of an
end station with only one point-to-point link could be quite low. The solution
for this problem is to have mesh connectivity between end stations (from now
on WMN nodes) and gateways. Moreover, using WMN for backhaul connec-
tivity allows for having reliable multihop paths between micro cells and WMN
gateways and thus extending the area that can be covered with a single WMN.

Software-defined networking (SDN) consists of techniques that facilitate the
provisioning of network services in a deterministic, dynamic, and scalable man-
ner. SDN currently refers to approaches of networking in which the control plane
is decoupled from the forwarding functions and assigned to a logically central-
ized controller. The SDN architecture, with its software programmability, pro-
vides agile and automated network configuration and traffic management that
is vendor neutral and based on open standards. Network operators are able to
dynamically adjust the network’s traffic flows to meet the changing needs while
optimizing the network resource usage. An OpenFlow-based SDN is formed by
switches that forward data packets and communicate with one or more con-
trollers using the OpenFlow protocol. An OpenFlow controller configures the
forwarding behavior of the switches by setting packet processing rules in their
flow tables. A rule is composed of match criteria and actions. The match cri-
teria are multi-layer traffic classifiers that inspect packet headers and identify
the set of packets to which the actions will be applied. The actions may involve
modification of the packet and forwarding through a defined output port, for
example.

In this paper, we are proposing a concept that will integrate an existing
mmW WMN backhaul solution with SDN-based centralized transport network
control. The main goals of our concept are to resolve the conflict between local
and centralized control as well as to provide “plug-and-play” style incremental
network extension. Furthermore, the capability of sharing the network resources
among multiple mobile network operators (MNOs) is a very important target.

The structure of the paper is following: in Sect. 2 we provide background
information about using WMN to provide backhaul connectivity and about
related work in SDN; in the next Sect. 3 we present our solution for control-
ling a WMN-based backhaul with SDN; in Sect. 4 we discuss about the potential
problems we have identified this far; and, finally, Sect. 5 ends this paper with
some conclusions.
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2 Background

First in this section, we explain some of the most critical requirements that are
imposed on WMN by broadband mobile backhaul (MBH) and then we describe
the main characteristics of our WMN backhaul concept. Then we will go through
some related work about SDN and WMN as well as SDN and mobile networks.
Finally, we discuss about the trade-offs between centralized versus local control.

2.1 WMN Based Small-Cell Backhaul

Small-cell backhaul should be seen as a part of the whole mobile network
infrastructure and WMN portion as a last mile segment of the backhaul connec-
tion [1]. Thus, events in WMN, like failures, can affect the rest of the network by,
e.g., triggering handovers between base stations and fixed network side protec-
tion switching. This means that, to get best advantages from alternative backup
paths that WMN provides, the fault recovery mechanisms at that level should
operate, in the most of the cases, faster than “normal” telecom grade protection
(50 ms).

There are already some concepts that integrate mmW radio links in backhaul
and SDN ideas, e.g., hybrid wireless optical MBH described in [2]. In our concept,
we are utilizing a novel mmW WMN MBH system that has been developed in
various earlier projects [3,4]. This WMN concept is not limited to repeater (or
relay) configurations but it supports meshed multihop paths allowing better
coverage and more alternative routes. As a single WMN can be fairly large,
multiple gateways to fixed network are also supported.

Packet forwarding in the proposed WMN concept is done at flow level. Flows
are identified by inspecting L2 and/or L3 headers, e.g., Ethernet MAC addresses
together with VLAN Id and PCP (Priority Code Point), or IP addresses and
DSCP (Differentiated Services Code Point) field. Each WMN flow can be
assigned to a separate path and these assignments can change dynamically based
on network state. In case of congestion or link failure, high priority traffic can
get better service while the best effort traffic suffers most of the damage. It is
also possible to split one traffic flow to multiple paths as long as the paths end
at the same gateway. Due to related processing overheads, this is usually applied
only for “fat” non-realtime traffic flows.

2.2 Related Work

The applicability of SDN in carrier networks has been analyzed in [5]. The identi-
fied key challenges are performance vs. flexibility, scalability, security, and inter-
operability (backward compatibility) with existing networking technologies. Our
work aims at finding solutions for these challenges in a software-defined WMN-
based mobile backhaul.

Especially, in WMNs that are formed of commodity devices, node isolation
and network fragmentation may occur frequently, which makes the application
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of centralized control problematic. To exploit the benefits of SDN while mitigat-
ing the drawbacks, [6] proposes to use the combination of a distributed routing
protocol (OLSR) and OpenFlow in a Wireless Mesh Software Defined Network
(wmSDN). In this solution, OpenFlow is used for balancing traffic load among
Internet gateways of the mesh. On the other hand, our WMN system applies
autonomous routing, load balancing, fault recovery, and other traffic manage-
ment functions. Still, the WMN requires coordinated topology management and
resource allocation. To that aim, we present the WMN to the SDN controller
through an aggregating network abstraction, provided by a “mediator” function
that implements a Hardware Abstraction Layer (HAL). The mediator translates
between the SDN and WMN’s operation models.

In general, a HAL is required to “hybridize” mixed networks, which con-
tain pure legacy and SDN devices, in order to hide the idiosyncrasies of legacy
network equipment such that on the outside the equipment looks like one or
more SDN switches. The HAL concept [7] proposed by EU FP7 ALIEN project
encompasses three types of integration model for different use cases depending
on the tightness of the coupling between HAL and the legacy equipment and the
multiplicity of devices that the HLA covers. One of the HAL implementations is
xDPd (eXtensible OpenFlow DataPath daemon) developed within the ALIEN
project.

When the WMN is considered as a legacy network segment partition in a
mixed SDN network, the WMN is abstracted as a virtual SDN switch, among the
native SDN switches. This is in contrast to the technology migration approaches,
like HybNET [8], in which a legacy network is abstracted as a virtual link between
the SDN switches.

2.3 Local vs Centralized Control

As explained earlier in this section, current and future mobile backhaul require-
ments are such that it is of paramount importance to hide all WMN impairments
as perfectly as possible. In the best case, the WMN portion of the backhaul con-
nection would be seen as a reliable bit-pipe – with somewhat elastic capacity. To
achieve this kind of performance, it is necessary that fault management mech-
anisms inside WMN react to failures and other events much faster than other
fault management mechanisms in the network. In practice, this means just few
10 s of ms time scales. As the delays inside WMN could be something like 1 ms
per hop, the only viable way to achieve the required reaction speeds is to use
local protection and recovery mechanisms.

One of the common main ideas of SDN is the optimization of the whole
network configuration as the network state is (in principle) known by a single
centralized control entity. This would make the usage of network resources more
efficient and, at the same time, make it possible to utilize simple and cheap
network equipment.

The main problem with WMN based backhaul and centralized control is that
WMN is potentially very dynamic environment. Moreover, optimizing its opera-
tion requires lots of quite specific information from each link as well as detailed
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system specific understanding. Thus, centralized control for WMN would require
transferring a considerable amount of status information and configuration com-
mands between WMN nodes and centralized control entity. Furthermore, the
centralized controller would have to, in practice, replicate the WMN control
plane to provide the necessary functionality.

All this would cause extra traffic in the network and additional delays to
fault protection operations. As the same functions can be handled locally, this
is hard to justify. However, centralized control is very attractive alternative for
configuring and controlling end-to-end traffic flows and backhaul connections.
Thus, it would be quite beneficial if the local and centralized control could be
made to live together by utilizing the best features from both.

3 SDN Configurable WMN

Our solution to the problem of integrating WMN MBH with SDN control is to
leave the most of the WMN functions as they are in our WMN concept and
to use SDN only to configure end-to-end connections. However, SDN controller
cannot be allowed to configure routing inside the WMN as that would mess up
the fault recovery, load-balancing and other WMN operations — and, vice versa,
any self-configuration action taken by WMN would confuse the SDN controller.
Thus, a key part of the solution is to hide the WMN internal structure and
operations from SDN layer.

The WMN backhaul solution proposed in this paper will be a part of larger
backhaul system that includes also fixed legacy and SDN transport network por-
tions and covers the whole backhaul connection from base stations to MNO’s
mobile core network (e.g., EPC). One of the main ideas in this backhaul system is
to provide virtualized network slices to multiple operators. While the virtualiza-
tion concept per se is out of scope of this paper, the support for virtualization is
included in some of the WMN backhaul features. Most clearly this can be seen
in network infrastructure extension procedures (see Sect. 3.2).

3.1 WMN Abstraction

Network (or topology) abstraction is a powerful tool that allows construction
of hierarchies in SDN [9]. The main idea is the same as with abstractions in
programming in general: to give the programmer an access to information he
needs while hiding all the internals from accidental manipulations. This abstrac-
tion principle is exactly what we need in hiding WMN operations from SDN
controller.

The key elements of our abstraction model are that the whole WMN domain
is represented as a single virtual SDN switch and that each WMN node port
connected to a micro cell is shown as a separate (virtual) port in that switch
(see Fig. 1). This effectively hides all the WMN functionality from the upper
layers while it, at the same time, offers full control to configure all traffic flows
from and to the micro cell. This abstraction model can also be used to hide the
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Fig. 1. Hiding physical WMN topology using network abstraction. The SDN controller
layer sees only a single switch and base stations seem to be attached directly to it.

existence of multiple WMN gateways (GW) in a single domain and, which is
quite useful, hide all such protection mechanisms inside WMN that could cause
moving traffic flows from one gateway to another.

Hiding the existence of multiple GWs and traffic flow rerouting from one GW
to another requires some extra functionality between WMN and fixed transport
network. In our concept, we are using WMN Front-end Switch (WFS) to handle
this functionality, i.e., switching the WMN traffic flows so that they appear to orig-
inate from a single virtual port. At the control plane, WMN Mediator Function
(WMF) takes the responsibility of providing the SDN control interface and inter-
preting SDN commands given to WFS and translating them into WMN’s control
operations (see Fig. 2). In practice, the WMN abstraction is done by WMF.

In our WMN system, the traffic flows are, in practice, tunneled between
WMN nodes and GWs, and the paths that these tunnels take are changing
dynamically (down to ms scale). Even the target GW for a flow can change if
necessary. In earlier configurations with legacy networks, the GWs terminated
these tunnels and only customer payload was forwarded to fixed network. How-
ever, in this abstraction model, we have to hide some peculiarities of WMN from
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Fig. 2. WMN Front-end switch structure.

the SDN control plane, e.g., flows moved from a GW to another and flows from
one base station passing through different GWs. For this purpose, we use addi-
tional tunneling between GWs and WFS. The main purpose of this tunneling is
to carry information about flow identification (source WMN node) to WFS.

The changes in traffic flow routing over WMN can be detected in two ways:
the WMN control plane sends a notification about path reselection to WMF
or WFS detects that a traffic flow has moved from one GW-WFS tunnel to
another. The latter case can be handled in OpenFlow (OF) like manner: WFS
sends the “unknown” packet to WMF that makes the WFS reconfiguration after
inspecting the packet header (in this case, tunnel specific header). In our WMN
system, downstream and upstream traffic can have separate paths and even via
separate GWs. However, in this case, we are forcing each flow to use the same
GW in both directions. This allows that also downstream GW change can be
triggered by WMN node. Thus, when the change of the GW for the upstream
traffic is detected, WFS is reconfigured also to reroute downstream to the same
GW. The GWs automatically adapt to this change and the paths for upstream
and downstream traffic between GW and WMN node can still be different.

We will also support direct base station to base station connectivity (e.g., for
LTE X2 traffic). The idea is, that when the mediator identifies a SDN command
that tries to configure a connection between two WMN side ports in WFS, it
asks WMN control plane to configure a direct connection inside WMN. Thus, the
traffic can take the shortest route instead of being hauled over WFS. However,
this causes also some problems with port statistics: it is not sufficient to just
return the counters from WFS but we have to merge these values with intra-
WMN traffic counters.
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Our current design is based on two virtual switch instances inside WFS (as
shown in Fig. 2). The Glue switch (GS) is taking care of routing WMN flows
between GWs and WFS virtual ports. These virtual ports are, in fact, WMN
side ports of the second switch instance, Virtual switch (VS). While it would be
possible to create the same functionality using only one switch, this two-switch
approach has some clear advantages. In practice, we can use some existing virtual
switch as VS, e.g., Open virtual switch (OVS) or Indigo virtual switch (IVS). In
such case, WMF can pass most of the OF commands directly to VS and VS has
all the required functionality to provide (in this configuration) the abstracted
network view for SDN controllers. Furthermore, all effects of the changes in
traffic flows in WMN side are limited to GS.

3.2 Incremental Network Infrastructure Extension

In our network extension scenario, a new micro cell is installed to a hot-spot
location and after power switch-on, the new micro cell should be brought into
active state automatically. The new micro-cell base station can be connected to
an existing WMN node or the WMN node can be installed at the same time
(as a separate co-located unit or integrated to the cellular base station). In the
latter case, WMN self-configuration procedures will first initialize the WMN
node, which can then provide transport network connectivity for the micro-cell
base station. In any case, the network infrastructure extension should not need
any human interaction besides the actual physical installation procedure and
powering up the new equipment.

WMN
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Front-end

switch
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Mobile core SDN

Transport SDN

BH control
app

MNO 1

Mobile core SDN

BH control
app

MNO 2

Auth
Provisioning

BS

BS
BS

new BS

Auth?

notify

slice notify

BH

Fig. 3. Infrastructure extension use case.

During the WMN node configuration, the WFS is also configured to facilitate
network extension. WMN control plane notifies WMF about the new WMN node
and its configuration. Using this information, WMF adds new virtual ports to
WFS virtual switch and configures each port so that all micro-cell authentication
related messages are forwarded to authentication function (“Auth” in Fig. 3). All
other traffic can be dropped by default until further configuration.
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Fig. 4. Virtualized and abstracted network views for MNOs.

When the new micro-cell base station is installed and switched on, it should
first try to authenticate itself and get some basic network configuration informa-
tion. At first phase, authentication packets are received by Transport Network
Operator’s (TNO’s) “Auth” service that identifies the owner of the new base
station. If the identification and authorization is successful, TNO’s provision-
ing element will reconfigure network virtualization so that the virtual port, to
which the new base station is attached, will be added to the network view of
correct MNO. As a result, each MNO should have its own virtualized view to
the abstracted WMN (see Fig. 4).

When MNO’s network controller is notified about the new port and thus
about the new base station, MNO can continue with its own authentication pro-
cedures. When authentication has been passed, MNO can activate, e.g., backhaul
control application that configures connections between the new base station and
mobile core network.

In certain configurations, there can be a site switch owned by MNO and
connected to WMN node port. If the site switch is fully transparent, there should
be no specific new requirements for the network extension procedure — in MNO’s
network view, there can be just more than one base station attached to each port.
However, if we want to make it possible for MNO to control the site switch as
a SDN switch, things get a little bit more complicated. One possibility is that
site switch can authenticate itself in the same manner as base stations. Yet this
could be quite unrealistic scenario as it is likely that MNOs want to use low cost
off-the-shelf equipment. An alternative approach is that one of base stations can
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detect and configure the site switch. In this case, the site switch should start
its operation in transparent mode and change to SDN mode only after MNO’s
control applications have made the required configurations.

At the moment, we are planning to use FlowVisor (FV) for network virtual-
ization. It should provide sufficient functionality for WMN virtualization but it
is still unclear if it can meet the needs of the whole backhaul virtualization.

4 Discussion

There are some issues about reliability in the current WMN abstraction scheme.
Only one WFS between WMN and fixed transport network is a clear single
point of failure. It is true that failure rates at fixed network side hardware are
much lower compared to, e.g., WMN link failures – especially if high-availability
equipment is used. However, this situation is not satisfactory if, above all, WMN
is used as a part of mobile backhaul network. This problem cannot be solved
just by adding a second WFS in parallel as it would break down the WMN
abstraction. One possibility is to mimic some kind of MC-LAG (Multi-Chassis
Link Aggregation Group) functionality (similar constructions are already used
in current network edge realizations) and hide that functionality inside WMN
abstraction.

Network virtualization in SDN is quite commonly understood simply as just
slicing physical resources (e.g., OpenFlow switches) to provide somewhat isolated
network slices for multiple SDN controllers. In this simple virtualization model,
all controllers can see the actual physical topology of their network slice. In
our concept, the network abstraction hides the actual physical topology and,
in this sense, it is not directly compatible with the current “controller should
know everything” models. Our ideas of network virtualization are closer to, e.g.,
ITU-T Y.3011 model of Logically Independent Network Partitions (LINPs) and
we are studying if we can steer the development of our backhaul concept more
towards that direction [10].

When the WMN is shown as a virtual switch to the MNO, each switchable
connection (which is actually a path or even a collection of paths) has some
resiliency metric (path availability) due to mesh connectivity and some path
E2E delay metric(s) due to predictable link scheduling. Given the routing and
the scheduling of the WMN, these metrics have some computable optimal targets
and measurable realizations.

One potential problem with our WMN abstraction model is that there is no
clear capacity concept inside the WMN. The link throughputs are not the only
varying factor as the dynamic path selection is also changing path allocations.
Thus, the capacity one flow “sees” might fluctuate all the time. Furthermore, the
flows traveling between base station and virtual port seen by SDN control can
have separate paths and thus they do not share the same fate. The first problem
is with SDN flow configuration: if the MNO wants do capacity reservations, then
what capacity value should be given to each virtual port. The second problem
is with capacity fluctuations: if MNO tries to optimize SDN flow routing by
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monitoring flows, it is necessary to quickly identify which impairments are due
to WMN (can’t do anything) and which ones caused by rest of the MBH.

When two or more MNOs have slice of the same WMN the capacity problem
has another dimension: temporarily the capacity of the WMN can be lower than
the sum of the slices sold to the MNOs. There should be some business oriented
but fair approach to diminish the available capacity of all MNOs.

A possible solution is to define the marketable capacity of the WMN as a
function of the (total) available capacity of the gateway(s’) links. This means
that capacity fluctuations of the gateway links only are taken into account.
Capacity fluctuations of all other links are ignored. This information would be
readily available at the gateway(s), without signalling delays. As far as the mesh
topology assumption holds this approximative approach is actually quite justi-
fied, but in real life there will also be non-mesh topologies, e.g., tail sites and
ignoring the capacity fluctuations of these unprotected tail links is less justified.

This WMN capacity and network abstraction problem is one thing that we
have to study further in the later development phases. At the moment, it is quite
difficult to advance with the analysis of these challenges without any hands on
experimenting.

5 Conclusions

In this paper, we presented our solution to the problem of how to integrate
WMN with SDN in mobile backhaul context. Instead of trying to figure out how
to control WMN directly with a centralized SDN controller, we are proposing
that network abstraction should be used to hide the whole WMN from the SDN
layer. This abstraction means that the SDN controller sees the whole WMN as
a single SDN switch that can be controlled normally as any other switch. A key
component in our concept is the WMN Front-end switch that allows us to hide
also the GW changes from the controller. Another important feature besides net-
work abstraction is the support for incremental network infrastructure extension
that is made possible by a combination WMN self-configuration and WMN node
client authentication. This feature supports also network virtualization and thus
the MBH infrastructure can be shared with multiple MNOs.

We are currently working to demonstrate these functions in our WMN test-
bed. Moreover, we are continuing to study the open items that are discussed
about in the previous section. Therefore, we are looking forward to be able to
present the real hands on results from the testbed as well as a more complete
concept.
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Abstract. The last decades are characterized by a rapid development in the area
of wireless communications, including both Radio Access Technologies (RATs)
and mobile terminals. Mobile terminals are equipped with multiple interfaces,
while there is a variety of heterogeneous wireless networks that users can be
connected to. However, the continuous switching of interfaces or the adhesion to
a single interface, can result in the depletion of a mobile phone’s battery. In the
current work, we study the problem of energy depletion in smartphones under
various access technologies and applications. In particular, a testbed was
implemented and real measurements were collected concerning the energy
efficiency of different access technologies and different users’ applications. The
experimental results enlighten the impact of the access network and the mobile
applications on the battery life of mobile devices.

Keywords: Heterogeneous wireless networks � Mobile devices � Energy
efficiency

1 Introduction

Given the rapid growth of the wireless networks and the trend of mobile users to
always seek the “best available connection” (Always Best Connected) [1] the need for
provisioning more than one RAT at any single location has raised during the last
decades. For example, in a large city like Athens, the population coverage for 3G and
4G is greater than 97 % and 46 % respectively [2], while there are hundreds of access
points for connecting to Wi-Fi. On the other hand, recent studies suggest that after
seven years since Apple launched the iPhone, creating a new market, the number of
smartphones surpassed one billion worldwide and is estimated to double by 2015.
More than 89 % of the smartphones that are sold in the market, are used in a daily
bases. Smartphones are carrying on average more than 450 Mbytes per month either
through cellular networks, such as HSPA, HSPA + , LTE and WiMAX networks or via
WLAN.

It is widely known that the battery life of smartphones is one of the major concerns
of the users. This is why there are many studies in the literature that concentrate on the
optimization of the operation time of mobile phones [3–5]. This work, following the
above trend, focuses on the battery life of mobile terminals, by measuring the power
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consumed in a smartphone. Specifically a testbed was implemented and real mea-
surements were collected concerning the power consumption of mobile devices, which
were connected to different RATs, serving different user’s applications. The mobile
devices were equipped with Android OS, and they run an implemented application that
measures the consumed power, based on the interface used for the connection.

The rest of this paper is organized as follows. In Sect. 2, we briefly outline the
available tools and methods that are used for this study as well as the proposed
systems’ architecture. In Sect. 3 we present the test scenarios that were followed to
retrieve measurements from mobile devices, while in Sect. 4 we present our results.
The paper is concluded in Sect. 5.

2 Methods and Tools

As mentioned above, mobile phones market is rapidly developing, while modern
smartphones are equipped with multiple interfaces, allowing the connection to different
RATs. In addition, users have access to different kinds of technologies regarding
wireless technologies, satisfying their need for voice, video and data applications. One
of the predominant operating systems is the Android OS.

Androids’ architecture is based on conventional versions of the Linux kernel, with
many improvements to facilitate inter-process communication (IPS), memory and
energy management (see Fig. 1) [6]. Lower layers, connected with the core (hardware),
are written in C and C++ and include a large number of open-source libraries such as
WebKit, libpng and libsqlite.

Android is an open source project and provides a flexible software development kit
(SDK), allowing developers to make customizations. Most applications are imple-
mented in Java, while through the provided SDK, developers can have access to core
libraries and variables, such as the devices’ battery level or the amount of power that is
consumed.

Applications

Application Framework

   Libraries

Linux Kernel

Android Runtime
Core Libraries

Dalvik Virtual 
Machine

Fig. 1. Androids’ architecture.
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As a Linux distribution, Android provides an event mechanism which relies on
runtime events generated by the kernel, recording changes on the hardware of the
system. These events are handled by the uevent daemon [7]. The data that are generated
from the uevent daemon and are related to power measurements, can be accessed in the
/sys/class/power_supply/battery folder of the users’ device. The available events may
vary from device to device. A list with the most common available data that are
produced from the uevent is presented in Table 1.

In this paper, we are interested for the power that is consumed when the device is
connected to one of the available RATs. From the above list, the events that can extract
this information are the POWER_SUPPLY_VOLTAGE_AVG and the POWER_
SUPPLY_CURRENT_AVG. Using these data, the power consumption can be com-
puted as follows:

Power ¼ Voltage � Current ð1Þ

A representation of the testbed architecture involved in the scope of this paper is
depicted in Fig. 2. The architecture is designed using ArchiMate® [8] showing the
application layer entities (application functions) and their relationship.

As shown, the application layer of the architecture consists of one product related to
the mobile device and one product representing the platform. For the mobile device, the
following functions have been identified for the application layer:

• Connect to available RAT: this application function connects the mobile device to
one of the available heterogeneous RATs.

• Gather information related to RAT: this application function retrieves the available
information regarding the RAT e.g. sim operator, cell id.

• Gather information related to application: this application function gathers the
available information related to the application that the user is using each time,
namely voice, video, data.

Table 1. Available events gathered from uevent daemon.

uevent variables
POWER_SUPPLY_PRESENT
POWER_SUPPLY_NAME
POWER_SUPPLY_STATUS
POWER_SUPPLY_CHARGE_TYPE
POWER_SUPPLY_HEALTH
POWER_SUPPLY_PRESENT
POWER_SYPPLY_ONLINE
POWER_SUPPLY_TECHNOLOGY
POWER_SUPPLY_VOLTAGE_NOW
POWER_SUPPLY_VOLTAGE_AVG
POWER_SUPPLY_CURRENT_NOW
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• Monitor uevent: this application function monitors the uevent daemon and when-
ever the location of the user, or the cell id, or any variable related to power
consumption is changed, it retrieves data for the voltage and the current of the
device.

• Send information to server: this application function, once the measurements are
over, it sends the gathered information to the platform server, in order to be
processed.

Similarly, for the platform we recognize the following functions for the application
layer:

• Retrieve information from devices: this application function retrieves the mea-
surements from the mobile devices.

• Compute Average Power Consumption: this application function is responsible for
computing the power that was consumed, using the retrieved data from the mobile
devices.

• Extract results: this application function extracts the final results regarding a mobile
device’s power consumption, in order to be graphically represented.

The Android Service component is running on the background of the Android device,
collecting necessary data for the estimation of the power consumption of the device,
while it is connected to a RAT, serving one of the available applications (voice, video,
data). Once the measurements are taken, they are uploaded to the platform server.

Platform

Server

Retrieve 
information 

from devices

Compute 
Average 
Power 

Consumption

Extract 
Results

Device

Temporary
DB

Gather 
information 

related to RAT

Gather 
information 
related to 

application

Connect to 
available RAT

Send 
Information to 

server

Android Service

Monitor 
uevent

Fig. 2. Testbed’s architecture.
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On the other hand, the Platform component is responsible for processing the collected
measurements and for extracting the results related to the power consumption of the
device.

3 Measuring Scenarios

For the test scenarios we used two different devices with the ability to connect to
different modern RATs, while they are also capable of providing the services that we
are studying in this paper (voice, video, data). Specifically, the devices are presented in
Table 2 along with their main specifications. Both devices enable the connection to
WiFi, UMTS, HSDPA, and LTE RATs.

For the RATs that needed outdoors measurements, the test scenarios were taken in
a residential area, where the network coverage for all three RATs (UMTS, HSDPA,
LTE) was satisfying (see Fig. 3). Test scenarios related to the WiFi technology, were
made inside the university campus of the National Technical University of Athens.

The scenarios for each RAT can be categorized according to the three offered
services namely voice, video and data, as described in Table 3. Each category repre-
sents a set of services that are provided to users through their mobile devices.

Table 2. Smartphones technical specifications.

Device Samsung I9190 Galaxy S4 mini LG Nexus 5

Operating system Android v4.3 Android v4.4
Processor Dual-core 1.7 GHz Krait Quad-core 2.3 GHz Krait 400
RAM 1.5 GB 2 GB
Battery capacity 1900 mAh 2300 mAh
Interfaces WiFi, GPRS, HSDPA, LTE WiFi, GPRS, HSDPA, LTE

Fig. 3. Residential area for test scenarios (GPRS, HSDPA, LTE).
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4 Results

In this section we present the results obtained from the test scenarios as described
above. Figure 4 demonstrates, for the voice scenario, the power that is consumed on a
mobile device, when it is connected to one of the available RATs, compared to the RSS
integrator (RSSI). Similarly, Figs. 5 and 6 show the results for the video and the data
test scenarios respectively.

In general, as the signal strength gets higher, the power that is consumed on the
mobile device is getting lower. This can be justified because when the signal strength is
strong, the mobile device doesn’t need to increase the transmit power in order to
communicate with the BS. On the other hand, when the signal strength is low, in order
to achieve connectivity the mobile device consumes more battery power.

Table 3. Test scenarios.

Voice Video Data

Services voice call, VoIP video call, video streaming FTP, web browsing

Fig. 4. Power consumption per RAT for voice application.

Fig. 5. Power consumption per RAT for video application.

Fig. 6. Power consumption per RAT for data application.
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Studying the power consumption per RAT, as we can see for the voice scenario in
Fig. 4, LTE consumes more power on the mobile device, while HSDPA, UMTS and
WiFi (in descending order) consume less. A similar behaviour can be observed in
Fig. 6 for the data scenario but to a lesser extent, where LTE again consumes more
power than the other RATs. According to [9] this is well expected since LTE is much
less power efficient, and the key contributor is the tail energy, controlled by Ttail.

On the contrary, for the video scenario (Fig. 5) HSDPA is the RAT that gives
higher power consumption compared to the other studied RATs. Although LTE was
expected to produce higher values, due to the high speed that it provides, data are
buffered very quickly resulting to having periods with minimum data transactions.

5 Conclusions

In this paper we presented our work on the study of the energy impact of heterogeneous
wireless networks on mobile devices. Specifically, our research focused on Android
devices and we presented the testbed architecture that was implemented in order to
retrieve real measurements from mobile devices. The results concerning the energy
efficiency of different access technologies, show how each access network and mobile
application influence battery’s life of mobile devices. The RAT that was usually
leading to higher power consumption was LTE. However, for services like video
streaming, LTE was more power efficient since the required data for the video were
buffered in a short time.
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Abstract. This chapter presents an effective channel utilization method
for a multi-hop wireless backbone network (WBN) constructed with mul-
tiple channels. In the previous work, we proposed a novel OpenFlow
based management framework for the WBN, which enables access points
to handle the unlimited number of channels simultaneously. Since the
framework also enables us to easily and programmably use channels for
packet forwarding, the utilization of multiple channels can be poten-
tially optimized, thereby maximizing the network capacity of the WBN.
However, since the previous work focused on the framework, the effec-
tive use of multiple channels was not completely addressed. Therefore,
in this chapter, we propose a channel utilization method that balances
the amount of traffic among multiple channels to maximize the network
capacity. Through the performance evaluation in a real testbed, the pro-
posed method can effectively use all channels in a 3-hop WBN.

Keywords: Effective channel utilization · Multiple channels · Wireless
backbone network · Multi-hop communication · OpenFlow · WLAN

1 Introduction

Wireless mesh network (WMN) consists of two sorts of APs: gateway AP (IGW:
Internet gateway) providing the Internet reachability to other APs and other APs
constructing multi-hop wireless backbone network (WBN) to reach the Internet.
Since a WMN can extend its coverage because of the ease of WBN extension,
WMNs have been already deployed in wide area (e.g., shopping mall).

The WMN again attracts much attention as the promising large-scale wireless
access network for emerging applications such as smart-grid communication,
machine-to-machine communication, and mobile data offloading. The amount of
traffic in such kind of communication is going to grow drastically along with
the penetration of the devices. It is expected that more than 50 billion wireless
devices including sensors, smart meters, and smartphones will connect to the
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Internet [1] and CISCO forecasts that the amount of mobile data traffic from
such devices is increased by about 11 times between 2013 and 2018 [2]. However,
existing WMN always suffers a limited network capacity due to the nature of
multi-hop network. Therefore, the network capacity of WBN has to be increased
especially on a single route toward the Internet (IGW).

Since the capacity of a single channel is physically limited, the effective use of
multiple channels on WBN is absolutely necessary to expand the network capac-
ity. To date, a routing protocol and channel assignment with multiple channels
are mainly studied [3–6] but have the limitations on the number of channels APs
simultaneously use and on the effective use of multiple channels. The previous
work [7] proposed a new WBN, which handles the unlimited number of chan-
nels simultaneously. Also, a multi-channel management framework by exploit-
ing OpenFlow was presented. However, since the previous work focused on the
framework, the effective use of all available channels is not addressed.

In this chapter, we propose a channel utilization method that dynamically
controls traffic on multi-channel WBN. Since our WBN has multiple wireless
links with different channels between neighboring APs, the proposed method
controls all traffic on WBN to balance traffic volume between all channels at
each hop. Finally, the performance of the method is evaluated in a real testbed.

2 Related Work

The way to increase the network capacity is mainly studied by a multi-channel
routing protocol with channel assignment [3–6]. Although the use of multiple
channels is effective to increase the network capacity, many studies assume an
AP with few interfaces (IFs) [6] due to hardware equipment, thereby limiting the
increase of the network capacity. Since we actually observed that there are more
than three vacant channels in 5 GHz band), the number of channels each AP
simultaneously uses should be flexibly increased in accordance with the number
of vacant channels.

The studies on the routing basically switch paths (with different channels)
based on the routing table. However, these protocols cannot simultaneously use
multiple links between two neighboring APs because the routing table contains
only a single path (channel) to reach a destination IP address. To effectively uti-
lize multiple channels, packets should be transmitted on different channels even
if all packets have a same destination IP address. Thus, a traffic management
framework that dynamically changes paths is essential.

IEEE standards of 802.11n/ac can increase the capacity by the channel bond-
ing. The technology mandatory requires that consecutive channels (2, 4, or 8
channels) are vacant. In a real environment, it is difficult to monopolize the use
of such channels because there are sometimes multiple but not consecutive vacant
channels. Thus, the flexible way of integrating multiple channels is crucial.
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Fig. 1. VAP and WBN with multiple channels.

3 OpenFlow Based Management Framework

This section introduces our OpenFlow based management framework proposed
in the previous work [7]. To handle the unlimited number of channels, we first
employ a virtual AP (VAP) shown in Fig. 1. A set of APs (sub-APs), each of
which uses a single but different channel for the WBN, is connected by Ethernet
and then constructs a VAP handling multiple channels. From this architecture,
the number of channels can be flexibly increased by adding sub-APs for VAP.

Since an existing technology cannot exhaustively utilize multiple channels,
we next employ the OpenFlow technology to programmably control the channel
utilization based on flow management. A flow is defined by various identifications
between layer 1 and 4. In this study, we use 4-tuple (source/destination IP
address and port number) as the flow identification.

OpenFlow consists of a controller (OFC) and switches (OFS). An OFC deter-
mines control rules of flows called flow entries (a pair of flow identification and
action) and registers them to OFSs. An OFS controls each flow by following the
registered rules. The registration is conducted when the OFS initially connects
with an OFC and/or when the OFS receives unknown packets (i.e., the packet
does not match any flow entries) and reports it to the OFC (called packet in).
We assume that an OFS is installed in all APs in this study. Also, an OFC is
connected to all OFSs directly by Ethernet to avoid the effect on the control
traffic. Note that, since our focus is to increase the network capacity on a single
route to an IGW, we assume a WBN with a chain topology such as Fig. 1.

4 Adaptive Channel Utilization Method

Although the framework enables us to programmably guide packets through
multiple channels, the way of maximizing the network capacity is still neces-
sary. In the previous work [8], we implemented two channel utilization methods
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Fig. 2. The behavior of the proposed method.

that multiplex conventional WBNs. In both methods, the OFC allocates either
channel in the arrival order of packet in. The methods are different in multi-hop
relay manners: each flow is transmitted on a persistent channel (BCA-PC), while
being transmitted on a different channel for each hop (BCA-DC). However, the
capacity of all channels cannot be fully consumed when a data rate of each flow
is different. That is, because a channel is selected for each flow in the fixed order,
a channel allocated for a flow with large data rate may be congested but will be
allocated for a new flow even if the other channels are still underutilized.

To solve the problem, we propose a method that adaptably balances the
traffic amount of all channels. Since the OFC guides each flows depending on
its traffic volume from the aspect of traffic balancing on all channels, the whole
capacity can be exhaustively consumed, thereby maximizing the network capac-
ity. The procedures of our proposed method are described in following sections.

4.1 Arrival of a New Flow

All OFSs initially have no flow entries and thus must report packet in at every
arrival of new flow. Also, an OFC periodically collects the total amount of trans-
mitted/received byte (traffic) for each channels of individual VAP based on a
PortStats request/reply exchange at certain interval (MonInt). Since the Port-
Stats indicates the cumulative traffic volume, we use the difference between two
consecutive results of the PortStats transmitted for short interval (StatsInt).

When a new flow arrives at a VAP (Fig. 2(a)), the VAP sends packet in to the
OFC. The OFC determines the identification of the flow based on 4-tuple and
selects a channel with the least amount of traffic. After the OFC registers the
corresponding flow entries to the OFS(s) in the VAP, the VAP starts to forward
packets of the flow through the selected channel. The next hop VAP also sends
packet in to the OFC when receiving a packet of the flow and then the OFC
selects a channel in the same manner. In this way, the OFC guides packets of
the flow through the channel with the least traffic volume at each hop. Note
that, if the traffic volume on all channels is same (or there are no flows), the
OFC selects a channel used by the first sub-AP.
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Table 1. Throughput (Mbps).

Maximum Median Minimum Average

Conventional WBN (1ch) 9.54 9.48 9.40 9.48

BCA-PC (2ch) 11.47 11.35 11.28 11.36

BCA-DC (2ch) 15.82 15.76 15.65 15.74

Proposed method (2ch) 19.00 18.87 18.75 18.88

4.2 Periodic Traffic Balancing

To keep balancing the traffic volume on all channels, the OFC periodically checks
the difference of traffic volume on all channels for each VAP (Fig. 2(b)). This
check is periodically performed at the interval of MonInt as well as the periodic
PortStats.

At the check for each VAP, the OFC identifies two channels (OFSs) whose
difference of the traffic volume is the largest (this difference is referred as D).
Then, the OFC collects the traffic volume of every flow on the OFS treating
more traffic by exploiting a FlowStats request/reply exchange. Since the Flow-
Stats provides the cumulative number, we use the difference of two consecutive
results of the FlowStats transmitted for MonInt as a traffic volume of flow. The
OFC next selects a flow that has the nearest traffic volume with D

2 and switches
channels of the selected flow to the channel carrying the minimum traffic vol-
ume. In the same way, the OFC periodically balances traffic volume on multiple
channels on all VAP, thereby utilizing the network capacity efficiently.

5 Performance Evaluation

5.1 Experimental Setup

We implement the proposed method on the OFC (Trema) and then conduct its
performance evaluation. In the implementation, MonInt is configured to 1 s and
StatsInt is 500 ms. We employ Buffalo WZR-HP-AG300H as a sub-AP and install
OpenWrt firmware with Open vSwitch (version 2.1.0) to it. The OFC connects
to OFSs by Ethernet. We also use the same topology (3-hop and 2 channels
WBN) with Fig. 2(b) and place sub-APs to 0.7 m apart from each other. They
operate IEEE802.11a with two channels of 40 and 48. Two PCs (PC1 and PC2)
are connected to VAP1 and VAP4 directly by Ethernet.

5.2 Evaluation Result

In this experiment, PC1 transmits multiple flows to PC2 but their data rate
is imbalanced each other. That is, PC1 transmits a flow of 1 Mbps UDP and a
flow of 0.1 Mbps UDP at 5 s interval for 18 times (e.g., 1 Mbps, 0.1 Mbps, 1 Mbps,



246 Y. Taenaka and K. Tsukamoto

0.1 Mbps ... totally, 19.8 Mbps), alternately. We then measure the network capac-
ity by the total throughput received at PC2. The throughput is averaged for 30 s
after 5 s since the transmission of all flows is started.

We here compare the proposed method with three comparative methods:
a conventional WBN and our previous proposals (BCA-PC and BCA-DC) [8].
The conventional WBN uses a single channel but other methods use 2 chan-
nels simultaneously. The experiment is conducted for 9 times and the summary
of the results is shown in Table 1. From Table 1, the conventional WBN can
carry around 9.5 Mbps traffic, which is considered as the maximum capacity with
3-hop WBN with a single channel. Although BCA-PC/DC can use 2 channels
simultaneously, the throughput is not double of the conventional WBN. Because
both BCA-PC/DC allocate a channel in order of packet in arrival, all 1-Mbps
flows (totally, 18 Mbps) are concentrated on one specific channel so that the
network capacity is inherently overloaded. As a result, the total throughput is
saturated. BCA-DC switches channels at each hop to avoid the congestion but
its improvement is limited. The proposed method brings almost the double of
the conventional WBN. Therefore, the traffic balancing brought by our proposed
scheme is effective to utilize the network capacity of all channels.

6 Conclusions

In this chapter, we proposed an OpenFlow based channel utilization method
that adaptably allocates a channel for each flow to balance the amount of traffic
transmitted on each channel. We implemented the method and evaluated its
performance in a real testbed. Through the comparison with other methods, we
can conclude that the proposed method can bring the largest network capacity
even if the data rate of each flow is imbalance. For the next study, we will extend
the method to control the dynamic traffic like TCP.
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Abstract. A programmable networking approach to charging for services in
software defined wireless networks (SDWN) could greatly facilitate the service
innovation that is anticipated therein. It would allow service differentiation
through customized charging and would support the provision of composite
services across multiple providers. In this position paper we consider how earlier
approaches to active charging can be combined with the 3GPP charging
framework and recent SDN inspired cellular architectural innovations to provide
an active charging infrastructure for SDN. Our analysis shows that active
charging in SDN is technically feasible, commercially beneficial and incre-
mentally deployable.

1 Introduction

Software defined networking (SDN) has been one of the principal trends in networking
in recent years. SDN facilitates network programmability i.e. the ability to dynamically
load software programs into network nodes in order to implement new features or
modify existing capabilities. The combination of network programming and network
virtualisation– including network function virtualisation (NFV)– promises of great
service innovation. Service providers’ will spin up virtual networks on demand to
provide new end-to-end services. Network service providers also will have opportu-
nities to quickly create new services through the convergence of network and cloud
computing. Programmability will enhance collaboration between network providers
and OTT service providers to provision loosely coupled composite services combining
network and OTT services. Flexible service composition will require equally flexible
charging support in the network service providers operation and business support
systems (OSS/BSS) as e.g. in the recent the suggestion to allow content providers to
cover usage charges for mobile subscribers, [1]. Service providers will seek to provide
tailored billing perhaps even on a subscriber level.

It is our contention that programmable networking can greatly facilitate the pro-
vision of flexible charging schemes for both composite services and virtual network
based value added services. Current charging systems are not however geared to meet
these challenges, not least of which because they assume a very network operator
centric view of the world. However the idea of a programmable/active networking
charging infrastructure is not an unobtainable vision. Rather, the combination of recent
SDN inspired cellular architecture proposals [1], active charging proposals, [16, 17]

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 248–253, 2015.
DOI: 10.1007/978-3-319-19743-2_35



and current charging systems, [6, 7], provides a firm base for development of such a
charging infrastructure - how to do so is the subject of the remainder of the paper.

A novel proposal (SoftCell) to re-architect the cellular core network architecture
based on use of SDN principles is outlined in [1]. The key thrust of this proposal is that
“The network should consist of a fabric of simple core switches, with most functionality
moved to low-bandwidth access switches (at the base stations) and a distributed set of
middleboxes that the carrier can expand as needed to meet the demands, A logically-
centralized controller can then route traffic through the appropriate middle-boxes, via
efficient network paths, to realize a high-level service policy”. A “high level service
policy” is based on subscriber and application attributes including network provider,
device type, subscriber type etc. Another suggested extension is to provide ‘local
software agents’ in the switches to perform simple actions such as polling counters and
comparing against thresholds. This re-architecting will help provide for more fine-
grained and real-time monitoring and accounting. The capability to provide flexible
high-level policies will also allow for a more active and flexible approach to charge
calculations. Another factor that motivates our approach is the potential to place policy
agents on mobile devices for applications such as mobility control [3], or charging
based on dynamic pricing [2].

The rest of this paper is structured as follows: Sect. 2 describes current network
charging concepts– in particular those for 3GPP. It also outlines previous research
efforts addressing charging for composite services. Section 3 describes prior research
on active charging while Sect. 4 combines these different threads to show how an active
charging infrastructure can be derived for SDN based wireless network. Finally Sect. 5
outlines our conclusions.

2 Charging Concepts

A definition of charging is given in the 3GPP standards, [8] as the “function….whereby
information related to a chargeable event is collected, formatted, transferred and
evaluated in order to make it possible to determine usage for which the charged party
may be billed”.

Figure 1 above (from [4]) depicts the (flow-based) 3GPP charging architecture
(including the interface types of which specific details can be found in [7])

Fig. 1. 3GPP Charging Architecture
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The Traffic Plane Function (TPF) monitors the usage of resources under its control
and generates charging (or accounting) information when a chargeable event occurs..
Processing of the consequent charging event to yield a cost for resource usage may
take-place in online or offline modes. In the online case charging takes places in real-
time. The TPF must check with the Online Charging System (OCS) before allowing
resource usage. The OCF is the central function and coordinates the overall charging
process. Typically it assigns an initial quota for resource usage in the CTF and initiates
re-authorisation to extend the session if needed.

Flow based charging is an extension of the charging system to enable service
specific charging on the bearer i.e. flow level. It is realised by a combination of the
TPF, the Charging Rules Function (CRF) and the Application Function (AF) [7]. The
CRF decides which rules to apply based on resource information from the TPF and
session and media information received from the AF. The TPF is configured based on
policies called charging rules which are contained in the CRF. i.e. the CRF installs
filters on the TPF to enable it to identify the service session flows. The AF provides the
services for which flow based charging occurs.

The flow-based charging physical architecture has changed evolved over time. In
the first evolution charging control and resource policy control (gating and QoS con-
trol) have been combined into the Policy and Charging Control (PCC) functions. The
TPF has evolved to become a Policy and Charging Enforcement Function (PCEF) and
the CRF has evolved to become the Policy and Charging Rules Function (PCRF). Since
Release [11, 7], the Traffic Detection Function (TDF) has been introduced to apply
policy and charging for “over the top” (OTT) services i.e. Internet services which are
not provided by an AF e.g. Skype or Netflix. The TDF is essentially a deep packet
inspection network element and may be implemented stand-alone or integrated with a
PCEF.

In the composite service delivery model service components may be provided by
different service providers and the (composite) end-user service is provided by a fed-
eration of different service providers with one provider acting as an overall service
aggregator or broker. Charging for such services is complicated by the need to coor-
dinate charging across different providers, to correlate charging identifiers and to
consider context based charging i.e. the tariff to be applied for a component may
depend on the components/service provider it is used with to provide the overall
service.. Most researchers in this area, [5, 9], assume a post-paid charging while
Van Le, [10] investigates how on-line charging can be applied to composite services.

3 Active Charging

Active charging entails the placement of an “active tariff” in the network to calculate
the cost in real time. This contrast to the 3GPP case where policy based accounting is
employed to monitor resource usage.

One approach to active charging based on “active tariffs” is described in [11], which
proposed to push all accounting and charging onto end-user hosts, Charging is on a per
packet basis and tariffs, which are Java objects, are disseminated to end-users via
multicast, where each multicast group corresponds to a network service. The provider
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can access the users machines remotely and generate billing reports at a range of
temporal frequencies. The system can be used for dynamic pricing where prices are
matched to network state– see also [2].

In [12] the author describes a real-time charging approach based on a combination
of active networking and policy management. The work describes (i) a charging
functional reference model and (ii) a programming language (APPLE) for the definition
of charging programs and policies and (iii) and an runtime execution environment
(PEACH) to enable charging program execution. PEACH is focused on charging only
i.e. it assumes accounting functions exist already. The APPLE language enables both
the definition of (passive) charging schemes and tariffs via a Rule construct as well
event-driven active rating logic via a Module construct. The reference model describes
interaction between the traffic session agent and a related charging session agent
function (CSA), which in turn is comprised of a number of sub-functions. The charge
analysis function (CAF) is a policy server and contains the policies to determine how
charging should be handled for a particular service. The charge session coordinator
(CCP) is stateful and event driven and coordinates the charging for particular service
session. The charge execution point (CEP) carries out the actual charging for a par-
ticular service i.e. executes an active tariff to calculate the charges for a session. The
CEP periodically outputs the calculated charges towards a charge accumulation
point (CAP).

PEACH in fact supports runtime mobility of modules between nodes which would
enable a charging session to follow the end-user or enable migration of the session state
to/from an end-user terminal. PEACH is intended to be a flexible framework to support
arbitrary service models and hence may be deployed in many configurations e.g. for a
particular service there could be a number of CEP or the CSA could be duplicated
across multiple service providers. It can quite easily support the requirements for
flexible, customizable charging schemes and loosely coupled composite OTT service
charging as described in the opening chapter through allowing embedding of OTT
service provider charging logic inside the service provider network– unlike the com-
posite charging systems described in the previous chapter which all assume a tightly
coupled composite charging tree rooted at a service broker/aggregator.

4 Application to SDN

The extensive use of policy based approaches in SDN, [8], taken together with the
cellular architecture in [1] suggest a synergistic overlap of SDN and LTE to evolve
current systems towards active charging.

In the first phase SDN can move toward a ‘policy based accounting’ architecture
based on the functional changes suggested in [1]. New functions on the controller
include the ability to specify flexible policies based on subscriber attributes -including
e.g. network provider, subscriber type etc.– and a subscriber information base that
stores and maintains subscriber information. The switches in turn also contains new
functions such as a local ‘software agent’ that performs limited local computation -
such as counter thresholding– deep packet inspection (DPI) and header compression.
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It is possible to frame these proposals in a 3GPP charging architecture context. The
new high level policy module may be seen as ‘porting’ the PCRF to an SDN controller.
The associated subscriber information base corresponds, in part at least, to the 3GPP
Subscriber Profile Repository (SPR). The proposed switch changes support the
inclusion of the Traffic Plane Function (TPF) in the switches. The net effect of these
changes is to introduce distributed policy based accounting to SDN. (Although
described in the context of cellular i.e. LTE networks these innovations may have of
course a broader application in other SDN domains also.) Exactly how these new
controller charging modules would interact with each other and other controller
modules is an open question as is exactly which functions would be controller based or
external applications that interact with the controller over a north bound interface.

One can extrapolate this distributed accounting approach to envisage the placement
of TPF functionality on the mobile device itself. By and large the technologies to do so
are present today already – certainly the mobile devices contain the required compu-
tational and software capabilities.

A starting point in toward active charging is to consider the overlap of the PEACH
active charging reference model on the proposed phase one accounting architecture just
discussed. The PEACH charge analysis point (CAP) corresponds to the rating function
of the OCS. The charge coordination (CCP) corresponds to the online charging
function (OCF) OCS component. It is clearly a network level function and thus can be
seen as an SDN controller module. The charge execution (CEP) on the other hand is
intended to be distributed to the network elements in a manner as envisaged by the
switch local agents - the inclusion of DPI in the switches providing extra support also.
Following the argument above the CEP could also be migrated to mobile devices as
well. However the CEP is foreseen to be an active charging element i.e. the CEP is a
computer program and requires an execution environment. In the PEACH architecture
the CEP effectively executes a rating rule and calculates a charge which it outputs
towards a charge accumulation point (CAP). This is in contrast to the 3GPP approach
which maps the rating into a resource usage threshold which is then monitored. From a
programming model and distribution perspective PEACH and 3GPP policy and
charging are towards opposite ends of the spectrum and SoftCell provides an important
architectural bridging step on the road toward active charging. We can also anticipate
that some programming model aspects of both approaches will appear in an evolved
active charging environment e.g. PEACH may adopts the 3GPP resource limit
approach rather than compute the charge on each event. There are of course many
challenges and open questions to be answered to design and deploy such a system.
These include (but are not limited to):

• Detailed architecture design: - Much more work is needed to understand charging
requirements– both functional and non functional in order to decide the optimal
design and placement of active charging logic.

• Effects of NFV: - NFV can certainly be considered as an enabler for active charging-
exactly how remains to be investigated.

• Programming models and execution environments: Languages such as Frenetic and
Pyretic, [8], support formulating policies in subscriber relevant terms rather than
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lower level network. More work is required to understand the charging needs in
order to see if current solutions suffice or if totally new approaches are needed.

5 Conclusion

We have described active charging approach for SDN which is based on a combination
of a proposed SDN based cellular network core architecture, 3GPP online charging and
a previous active charging proposal. We have shown how an active charging infra-
structure can be incrementally deployed and have illustrated service scenarios which
can benefit from active charging.
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Abstract. The introduction of the new 4G technologies promises to
satisfy the increasing demands of the end-users for bandwidth consum-
ing applications. However, the high data rates provided by 4G networks
at the air interface raise the need for more efficient management of the
backhaul resources. In the current work, the authors study the problem
of the efficient management of the backhaul resources at the side of the
base station. Specifically, a novel scheme is proposed that, initially, pre-
dicts the forthcoming demand using artificial neural networks and, then,
based on the prediction results, it proactively requests the commitment
of the appropriate resources using linear optimisation techniques. The
experimental results show that the proposed scheme can efficiently and
cost-effectively manage the backhaul resources, outperforming the tradi-
tional flat commitment approaches.

Keywords: Resource management · Backhaul network · Artificial
neural networks

1 Introduction

During the last few years there has been a tremendous growth of bandwidth
consuming mobile applications [1], resulting in an increasing demand for higher
data rates at the access network. The introduction of the new 4G technologies
promises to address this demand by offering increased capacity and extremely
high data rates to the end-users. Towards this direction, the integration of the
wireless access network with a passive optical network (PON) at the backhaul
has been proposed. The high capacity of the PON can satisfy the increasing
demand at the access network and provide Quality of Service (QoS) to the end-
users. However, there are open issues in the proposed convergence regarding the
allocation of the backhaul resources to the base stations (BSs).

Traditionally, network planning has been performed statically and it has
been based on empirical methods, which led to a fixed, flat commitment of the
resources. Though this method yielded satisfactory results in the previous commu-
nication standards, it cannot be implemented within a converged optical-wireless
network, especially if the PON belongs to a different operator. As a result, the
necessary resources should be calculated and committed dynamically to each BS.
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The problem of backhaul resource management has been widely studied in
the literature. However, the majority of these works, e.g. [2], investigate on the
backhaul resource allocation problem only at the air interface and they cannot
be implemented within a converged network. There are only a few studies in the
literature that consider the resource allocation problem in a converged network
architecture. In [3], the authors propose a resource allocation mechanism for a
converged network infrastructure that improves the QoS performance, based on
the forecasting of near future packet arrivals.

In the current work, the authors propose a novel algorithm for the optimal
management of the backhaul resources that can provide QoS to the subscribers,
while minimising the operational expenditure (OpEx) of the mobile operator
(MO). The proposed scheme can be used in conjunction with software defined
solutions in order to provide the appropriate resources to a Software-Defined
network controller as proposed in [4]. Specifically, the algorithm consists of two
phases. In the first phase, the BS predicts the forthcoming demand based on
the collected historical data, using artificial neural networks (ANNs), and in the
second phase, it requests the commitment of the appropriate information rates
(IRs) from the PON operator. Specifically, in the second phase, a linear program-
ming problem is formulated, based on the prediction results, that allows the BS
to minimise the leasing cost (OpEx), while guaranteeing the QoS provisioning
to its customers. Finally, for the validation of the proposed scheme, the authors
use real data collected by fully operational BSs.

2 Backhaul Resource Management

The deployment and the configuration of the backhaul network is an issue that
concerns only the MO. However, the Next Generation Mobile Networks (NGMN)
Alliance has defined a set of high-level backhaul requirements in order to sup-
port the requirements of 4G networks and beyond. According to the NGMN
Alliance, the backhaul network should provide a peak information rate (PIR)
and a committed (average) information rate (CIR) in a flexible and granular
way. Specifically, it is recommended that the CIR and PIR should be config-
urable in increments of 2 Mbps between rates of 2–30 Mbps, 10 Mbps between
rates of 30–100 Mbps and 100 Mbps for rates beyond 100 Mbps, offering a “pay
as you grow” model [5].

On the other hand, the PON itself provides the necessary mechanism for
dynamic bandwidth allocation (DBA). In the downstream direction, it is the
responsibility of the optical line terminal (OLT) to provide QoS-aware traffic
management based on the respective service specifications and the dynamic traf-
fic conditions. On the other hand, for the upstream direction, each queue in the
optical network unit (ONU) can be provided with three different information
rates; a fixed information rate (FIR), an assured information rate (AIR) and a
maximum information rate (MIR). The part of the bandwidth above the AIR
may be either non-assured or best-effort with the latter experiencing the lowest
priority. It is noted that according to the G.984.3 standard, the sum of the FIR
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and the AIR should be typically equal to the CIR, while the MIR should not be
higher than the PIR of the BS [6].

Therefore, in the context of an optical-wireless converged infrastructure, the
BS should request the commitment of the appropriate IRs by the PON oper-
ator. These IRs can be variable with respect to time based on the BS’s needs,
and should be defined in a formal agreement between the two parties, called
service level agreement (SLA). In the rest of the paper, it is considered that
the BS requests for a FIR, an AIR and a non-assured IR in order to satisfy its
subscribers’ demands.

3 Intelligent Base Station

The efficient management of the backhaul resources requires BSs with enhanced
processing capabilities. In the current approach, the authors consider the deploy-
ment of appropriate agents that offer to the BSs the necessary intelligence, as it
can be seen in Fig. 1. Specifically, these intelligent agents are located at the side
of the BSs and should be enhanced with processing capabilities that allow them
to monitor, store and process the traffic demand statistics. Based on the collected
data, the intelligent agents should be able to learn the traffic pattern and predict
the forthcoming demand. To this end, the agents employ ANN schemes that can
accurately predict the network traffic. The accurate prediction will allow the
intelligent agent to proactively request the appropriate resources from the PON
operator, exploiting the DBA mechanism described above and ensuring the QoS
provisioning to its customers in an efficient and cost-effective way.

Fig. 1. Proposed network architecture.

4 Measurements and Traffic Characteristics

A key feature for the accurate prediction of network traffic is the identification of
its inherent characteristics. There are many works in the literature which argue
that network traffic has non-linear characteristics, and as a result, traditional
methods of linear regression analysis cannot be efficiently implemented [7]. In
order to identify the special characteristics of the traffic pattern, the authors use



Optimal Backhaul Resource Management 257

a set of 2464 data1 collected by a fully operational BS located in the centre of
Athens, capital of Greece. The collected data are hourly averaged measurements
and refer to a period of 4 months. The BS provides High Speed Packet Access+
(HSPA+) connectivity and serves an area of 9 cells, providing 42 Mbps for the
downlink case and 5.8 Mbps for the uplink case at each cell site. It is noted that
a traditional resource allocation scheme would require the flat commitment of
the resources by the MO, i.e. a bandwidth of 378 Mbps for the downlink case
and 52.2 Mbps for the uplink case.
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Fig. 2. Downlink traffic demand.

It is expected that the traffic pattern of the BS will experience certain peri-
odicities due to the habitual behaviour of the users. As can be seen in Fig. 2,
the traffic pattern experiences a peak during the rush hours in the morning and
in the evening, while the demand is reduced during the night. As a result, the
set of inputs for the ANN consists mainly of the day and time in which the
measurements were collected and the output is the hourly-based averaged band-
width demand. Assuming that x is a vector variable that denotes the input of
the ANN and y is a scalar variable that denotes the output of the ANN, i.e. the
estimated bandwidth, it holds that

x = (day,month, date, hour, event) (1)

where day is the specific day of the measurement (e.g. Monday), month is the
month of the collected measurement, date is the sequence number of the day (e.g.
25), hour is the hour of the day and event is a binary variable that designates
a holiday, which can potentially have an influence on the prediction process.

1 The collected data are the aggregated demand experienced by the BS and correspond
to a mixture of services requested by the subscribers.
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5 Proposed Algorithm

The proposed algorithm consist of two phases. In the first phase the agent uses
an ANN in order to predict the forthcoming demand and in the second phase,
based on the prediction results, it calculates the appropriate IRs and requests
their commitment from the PON operator.

5.1 Prediction Phase

It can be easily understood that the efficiency of the proposed scheme depends on
the accuracy of the prediction results. For the implementation of the prediction
process, the authors evaluate several ANNs and they compare their performance
with the traditional linear regression model. In particular, a multilayer percep-
tron (MLP) neural network [8], a general regression neural network (GRNN) [9],
and a group method for data handling (GMDH) neural network [10] have been
used. The optimal parameters for the MLP neural network were calculated by
constructing multiple networks, which were evaluated using 4-fold cross vali-
dation, while for the case of the GRNN the conjugate gradient algorithm was
used. For the case of the GMDH neural network a 64th order polynomial was
constructed.

In order to evaluate the performance of the prediction model, the authors
used the first 2392 data. Specifically, the 10-fold cross validation technique is
employed, whilst the mean absolute percentage error (MAPE) is used to compare
the performance of the different models. The results are depicted in Table 1.

Table 1. Results of the validation process.

Prediction method Downlink MAPE Uplink MAPE

MLP 12.034 20.354

GMDH 11.561 18.786

GRNN 10.422 15.229

Linear regression 13.1068 20.793

It can be easily seen that the GRNN outperforms the other types of ANNs
providing a MAPE of 10.42 % for the downlink case and 15.22 % for the uplink
case. Based on these results, and the capability of GRNN networks to handle
sparse data in real-time environments [9], it can be concluded that they consti-
tute an ideal choice for the implementation of the prediction process.

Furthermore, it should be noted that the uplink traffic experiences a higher
MAPE than the downlink traffic for all the above models. Hence, it becomes
apparent that the uplink traffic is more difficult to be accurately predicted. This
inefficiency lies in the fact that the subscribers of the BS contribute mainly to
the downlink traffic, averaging the aggregated demand, and thus, the through-
put experiences less variability [11]. On the other hand, only a few users have a
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notable contribution to the uplink traffic (the average uplink traffic is 1.5 Mbps),
which experiences significant variations that constitute its prediction more chal-
lenging.

5.2 Resource Request Phase

In the resource request phase of the algorithm, the intelligent agent performs
a prediction about the forthcoming demand using a GRNN and based on the
derived results, it requests the appropriate resources that are consistent with the
specifications of the NGMN Alliance [5].

For the validation of the second phase of the algorithm, the GRNN is trained
using the first 2392 data, and then it predicts the demand for a period of three
days (72 h) over new unseen data. The results of the prediction process are shown
in Fig. 3.
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Fig. 3. Prediction of downlink and the uplink bandwidth.

Based on the prediction results, the BS should calculate the appropriate
IRs and request their commitment from the PON operator. Undoubtedly, in
order for the BS to guarantee the QoS provisioning to its subscribers, it should
overdimension the estimated traffic demand by requesting a high percentage
of the prediction results. Assume that IF , IA, INA denote the FIR, AIR and
non-assured IR that are requested by the BS. It is noted that according to the
recommendation, the FIR is constant, and thus, IF is a scalar variable, while
IA and INA are vector variables with 72 elements that correspond to every hour
within the predicted period T (3 days). Furthermore, each IR requested by the
BS has a different leasing cost for the MO. Let CF , CA and CNA denote the
leasing cost per capacity metric for the case of FIR, AIR and non-assured IR,
respectively. It is expected that a FIR would be more expensive than the AIR,
while the non assured IR should be the least expensive. Thus, it holds that
CF > CA > CNA.

As mentioned above, IF , IA and INA should be based on the prediction
results of the first phase of the proposed algorithm. Specifically, certain per-
centages of the prediction results are considered essential in order for the BS to
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provide QoS to its subscribers. Let δ1, δ2 and δ3 denote the QoS parameters that
specify the threshold values of the necessary resources as a proportion of the
prediction results. Thus, the intelligent agent should calculate the proper IRs in
order to provide an enhanced QoS to the BS’s subscribers in a cost efficient way.

The problem of the backhaul resources management is now formed as a linear
optimisation problem:

minimize
IF ,IA,INA

IFCF +
∑

i∈T
IAi CA +

∑

i∈T
INA
i CNA

subject to
(C.1) IF ≥ δ1 min y
(C.2) IF + IAj ≥ δ2yj , j ∈ T
(C.3) IF + IAj + INA

j ≥ δ3yj , j ∈ T

where yi, i ∈ T , denotes the result of the prediction process. Constraint (C.1)
implies that the requested FIR is at least equal to a percentage δ1 of the minimum
predicted value, while constraint (C.2) denotes that the summation of FIR and
AIR, which corresponds to the guaranteed IR should be at least equal to a certain
percentage δ2 of the predicted value. Similarly, constraint (C.3) express that the
summation of the IRs, which corresponds to the MIR, should be at least equal
to a certain percentage δ3 of the predicted value. The problem described above
is a simple optimisation problem which can be easily solved using traditional
linear programming techniques (i.e. simplex method).

One key feature in the optimisation problem is the selection of the quality
parameters. If the parameters are high, then there will be an overdimensioning of
the resources, ensuring the QoS to the end-users at the expense of a high leasing
cost. Hence, there is a tradeoff between QoS provisioning and cost-efficiency.

It should be noted that there is not a single optimal choice for the quality
parameters. Each BS should select the appropriate values of δ1, δ2 and δ3 based
on its own needs. For instance, an urban BS, which serves many subscribers with
high demands, should prefer to overdimension the available resources in order
to guarantee the QoS provisioning.

The results of the proposed scheme for a choice of δ1 = 0.6, δ2 = 1 and
δ3 = 1.4 and leasing costs CF = 80, CA = 70 and CNA = 50 are depicted in
Fig. 4. From this figure, it becomes apparent that the proposed algorithm can
satisfy the requested demand, providing an efficient and cost-effective way for
the management of the backhaul resources.

According to the above results, the accurate prediction of the forthcoming
demand improves the utilisation of the resources. In contrast to the proposed
scheme, a traditional allocation method of the backhaul resources would require
the flat commitment of 378 Mbps for the downlink case and 52.2 Mbps for the
uplink case, so as to satisfy a worst case scenario, constituting, thus, the band-
width allocation process in next generation mobile networks highly inefficient.
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Fig. 4. Requested IRs by the BS.

6 Conclusion

In the current paper, the problem of backhaul resource management in a wireless-
optical converged network is studied. The authors exploit the DBA mechanism
offered by the PON and propose a scheme that allows the efficient and cost
effective management of the backhaul resources. Specifically, intelligent agents
at the side of the BSs are used to predict the forthcoming demand using the
historical traffic data, and based on the prediction results, they request the
commitment of the necessary IRs from the PON. The experimental results show
the appropriateness of the GRNN for the prediction process and the efficiency
of the proposed scheme.
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Abstract. Crowdsourcing allows us to employ collective human intel-
ligence and resources in completing tasks in a wide variety of domains,
such as mapping, translation, emergency response, and even fund rais-
ing. It first involves identification of a problem that can be solved using
crowdsourcing and then its decomposition into tasks that workers can
finish in a timely manner. Worker engagement analysis and data quality
analysis are done afterwards. Such analysis activities are not supported
by current platforms and are done in an ad-hoc fashion leading to dupli-
cate efforts. As a first step towards realizing such analysis mechanisms,
we propose a Data mOdel for crOwdsouRcing (DOOR), which is based
on a fuzzy Entity-Relationship model in order to capture the uncertainty
that is inherent in any crowdsourcing process. To illustrate its applica-
tion, we have chosen the problem of collection of data about incidents
for emergency response.

Keywords: Data model · Emergency response

1 Introduction

The collective power of the crowd is being utilized today in a wide variety of
applications, ranging from digitizing text [18], through image tagging [17], to
mapping the world [13]. A considerable amount of research has already been
done to review and categorize existing crowdsourcing systems and technolo-
gies [5,8]. All these systems require significant upfront investment into design-
ing tasks and dealing with technicalities related to tasks. In other words, the
infrastructures that support crowdsourcing are limited [2]. As a consequence,
although programming frameworks for crowdsourcing are coming up [1,10,14],
developers often end up spending a great deal of effort in dealing with opera-
tional aspects, rather than in designing the crowdsourcing tasks. Currently, the
common workflow for experimenters is that they design the experiment, run it,
collect the results, and finally analyze them. As a result, experimenters develop
a set of tools around a crowdsourcing platform, e.g. Amazon Mechanical Turk
[3], to ensure that experiments are successful. While this is fine for “one time”
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experiments, it is certainly not suitable for experiments that run on a continued
basis. Moreover, experimenters may want to conduct analysis while crowdsourc-
ing is being done. The reason for doing this is that if experimenters realize that
the data quality is low, they can increase the payment or change the description
of tasks. As a first step towards addressing the aforementioned challenges, we
propose a Data M odel for crOwdsouRcing (DOOR).

The proposed model is generic enough to be applied to different real-world
crowdsourcing tasks, particularly in the geospatial domain. One of these is
response to the occurrence of incidents, such as fires, traffic accidents, and crimes
in urban areas. Such incidents can happen suddenly, without much warning, and
do not leave much time to prepare and act. Our aim is to mitigate the impact of
such events by detecting them early and by informing the affected population on
time with relevant, actionable information. Crowdsourcing can assist in different
tasks, starting from collection of data about incidents, through delegating tasks
to volunteers, to receiving feedback. As the number of people equipped with
smartphones and wearable devices grow, citizens become increasingly capable of
capturing snapshots of their surroundings through the host of sensors embed-
ded in these devices. Thus, crowdsourcing assumes a progressively prominent
role in emergency response. In this paper, we describe the use of DOOR for the
collection of geotagged reports about incidents.

The remainder of this paper is organized as follows. Sections 2 and 3 describe
the workflow and the entities involved in crowdsourcing, respectively. Section 4
presents a brief discussion and concludes the paper.

2 Crowdsourcing Process

In crowdsourcing, we have two main parties: requesters and workers. A requester
has a problem and wants to solve it with the help of the crowd. An example
could be the image tagging problem, where a requester would like to have tags
for her images. These tags help build image search services. Due to the nature of
crowdsourcing, a problem needs to be divided into subtasks that can be finished
quickly, e.g., in less than a minute. Some problems (like image labeling) can
be divided easily. For others, this can be tricky, e.g., composing a poem. There
have been researches into automatically decomposing a problem using recursive
crowdsourcing [9], i.e., crowdsourcing the decomposition of a problem itself. This
line of research is orthogonal to our research. Here, we assume the problem
decomposition is already provided.

Once the problem is divided into subproblems, these subproblems are
assigned to multiple users to collect their contributions. These contributions
are then aggregated into a “result” for the original problem. The mechanism to
aggregate answers (contributions) from workers into the result is called a reward-
ing model. The most popular rewarding model is majority voting where answers
that receive the majority of votes are deemed correct and its corresponding
workers are rewarded financially or through other means.
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Fig. 1. The DOOR model

We also note that in crowdsourcing, it can be either requesters or workers
who initiate the crowdsourcing process. In our previous example, i.e. image tag-
ging, a requester is the active side. On the other hand, Volunteered Geographic
Information (VGI) [6] or user generated geospatial content, such as geotagged
tweets, is also a form of crowdsourced data which can be processed to produce
useful information (e.g., epidemic predictions). In these cases, the workers (who
tweet) are the active entities.

3 Crowdsourcing Data Model

In Fig. 1, we use an Entity-Relationship diagram to depict the DOOR model.
In this model, we have 5 main entities, namely Requester, Worker, Answer,
Result, and Problem. The Requester and Worker entities in the model represent
the task provider and the task worker in the crowdsourcing process, respectively,
while the Problem and the Result entities model the task and the end result,
respectively. The recursive nature of problems (or tasks) are captured in our
model as the relationship Includes between Problems themselves. They are dis-
tributed to Workers using distribution model which relies on statistics, such as
workers reputation and problem type. When a problem is presented to a worker,
she can choose an answer and possibly provide ancillary data, such as location,
photo, or any input generated by her mobile’s sensors. These contributions are
captured by the weak entity Answer. Since it is an important entity, we describe
its attributes in details as follows.
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– i(time)/time: time represents the instant a worker makes a contribution,
whereas i(time) is an interval defined as [time− ε, time + ε] where ε is appli-
cation dependent. This interval is used to specify in which period a worker’s
contribution is considered “relevant”. For example, when a worker indicates
that there is an traffic time at 8 am at a specific location, the interval could
be [8−0.5, 8+0.5] which means the traffic jam could have happened between
7:30 am and 8:30 am.

– b(location)/location: location represents the location of a worker when she
contributes, while b(location) represents a neighborhood around the location
(e.g., a circle or a polygon). Similar to the time interval, the contribution is
considered “relevant” within this neighborhood.

– p(data)/data: The data contributed by workers is inherently noisy, which is
why we need to model its uncertainty. p(data) is the probability of that data
being accepted. How this probability is calculated is application dependent.
For instance, we can employ the reputation of a worker as this probability.
One way to compute a worker’s reputation is to divide the number of her
correct contributions by the total number of contributions made by her.

Answers once collected from users can then be aggregated using a chosen reward-
ing model. Another important aspect in crowdsourcing is how to present a prob-
lem to a worker. This is modeled by the answer template attribute of the Problem
entity and by the relationship Displays with the Visualization Representation
entity. An answer template could be an HTML (HyperText Markup Language)
file which is used to generate a user interface for workers. Since workers can
take part in a crowdsourcing process using different devices, the answer tem-
plate needs to be adapted based on the visualization constraints. For example,
CSS (Cascading Style Sheets) can be used to display an HTML file properly on
different devices.

In the scope of collection of data for emergency response, crowdsourced inci-
dent reporting can help in the early detection of the incident occurrence and in
the reinforcement and validation of data collected through hardware infrastruc-
tures, like sensor networks. Moreover, updates from the field from citizens can
assist in maintaining constant situational awareness. For example, in the event of
a fire outbreak, people on the site can report on the extent of the fire perimeter
with pictures, video footages, estimates of the damage, and the number of occu-
pants in the affected area. This can improve the response time of the authorities,
reduce or help prioritize their workload, and increase citizen participation and
transparency in crisis response. It also allows the people themselves in staying
updated by receiving regular information about the incident from other members
of the community.

We now focus on a specific scenario of a fire in a building complex in an urban
area which is detected by the fire department through smoke alarms and calls to
the emergency services. The fire department sends out notifications to the people
to inform and advise them, and to ask the people at the scene for updates. Our
proposed model can be applied to this scenario where people respond back with
information about the fire, as depicted in Fig. 2.
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Fig. 2. The DOOR model in emergency response

4 Discussion and Conclusions

The potential of crowdsourcing in aiding emergency response efforts has been
widely discussed [4,5,7,12,15]. For gathering field data and maintaining constant
situational awareness, sharing data using smartphones can be employed [11,
19]. Platforms, such as Ushahidi [16], have proven useful time and again in
situations of crises. All of these efforts share a common workflow. It first involves
identification of a problem that can be solved using crowdsourcing and then
its decomposition into tasks that workers can finish in a timely manner. Job
distribution, worker engagement analysis, and data quality analysis are done
afterwards. Such analysis activities are not supported by current platforms and
are done in an ad-hoc fashion leading to duplicate efforts. As a first step towards
realizing such analyses, in this paper, we proposed the DOOR data model. The
model was designed to cope with data uncertainty with a bias towards spatial
and temporal data. Moreover, in order to illustrate that DOOR is generic enough
to be used in real-world applications, we instantiated it in a disaster management
scenario. A software prototype is being developed at our group using DOOR.
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Abstract. The Internet of Things (IoT) is an increasingly important
topic, bringing together many different fields of computer science. Nev-
ertheless, beside the advantages (IoT) has to offer, many challenges exist,
not at least in terms of security and privacy. In addition, the large number
of heterogeneous devices in (IoT) produces a vast amount of data, and
therefore efficient mechanisms are required that are capable of handling
the data, analyze them and produce meaningful results. In this paper,
we discuss the challenges that have to be addressed, when data analyt-
ics are applied in the context of the (IoT). For this, we propose a data
acquisition architecture, named CoDA, that focuses on bringing together
heterogeneous things to create distributed global data models. For each
layer of the proposed architecture we discuss the upcoming challenges
from the security perspective.

Keywords: Internet of Things (IoT) · Security challenges · Data acqui-
sition · Data analytics

1 Introduction

Over the last decade, the Internet of Things (IoT) has emerged as an umbrella
concept for the disruptive application of advances in embedded sensors, low
power wireless networking and distributed computing [26]. Its original defini-
tion envisioned a world where computers would relieve humans of the Sisyphean
burden of data entry by automatically recording, storing and processing, in a
proper manner, all information relevant to human activities [18]. With human
involvement being the exception, Machine-to-Machine (M2M) communication is
understood as a major component of the IoT portfolio of technologies. IoT repre-
sents the prime embodiment of the ongoing convergence between device-oriented
sensor networks and data-oriented applications. Facilitated by the Internet port-
folio of technologies, the latter utilizes data from the physical world captured by
sensors to improve processes of modern life (e.g., in industrial manufacturing,
health care, energy production, etc.). Not surprisingly, key industry players, as
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well as prominent market analysts, have repeatedly acknowledged the impor-
tance of IoT and its economic impact [10,11,17,24].

Recently, multiple interpretations of what the (IoT) is about have been pro-
posed [8,19,25]. The European Commission (EC) defines IoT as “things having
identities and virtual personalities operating in smart spaces using intelligent
interfaces to connect and communicate within social, environmental, and user
contexts” [22]. The use of Web technologies in the IoT to support peer-to-
peer interactions between things is referred to as the Web of Things [20]. The
Telecommunication Standardization Sector of the International Telecommunica-
tion Union (i.e., ITU-T) defines IoT as a global (i.e., distributed) infrastructure
for the information society, enabling advanced services by interconnecting a dis-
parate gamut of (physical and virtual) things based on, existing and evolving,
interoperable information and communication technologies [23]. Not surprisingly,
security and privacy concerns are paramount in this emerging world where things
may autonomously communicate and exchange information with each other in
a way that is transparent to human beings.

Transparent M2M communication is the key aspect of the IoT, enabling
collaboration between devices and, as a result of this collaboration, the creation
of new data. Analyzing this new data becomes of crucial importance as many
hidden variables can be data-mined. The endless possibilities of collaboration
and the communication ubiquity between devices requires a new architectural
model that would enable the processing of large amounts of data in the context
of IoT. Data analytics has to be built, therefore, on top of a new architecture
for accessing and gathering data, which we denominate herein as the (CoDA)
architecture.

In the usual context of data-mining and analytics, CoDA becomes the bottom
layers that represent the storage locations where data is gathered. In the IoT,
centralized locations where all generated data is stored cannot be expected.
With CoDA, it is possible to build typical data analytics tools that acquire all
information through a common layer that encompasses all device communication
capabilities in the IoT.

Herein, we highlight and elaborate upon the challenges associated to the
application of data analytics (e.g., model learning, data fusion, etc.) in the IoT.
We propose a data acquisition architecture, named CoDA, that enables hetero-
geneous things to be brought together and support the creation of distributed
global data models useful for data-mining. Furthermore, for each layer of the
proposed architecture we discuss major challenges from a security perspective.

The remainder of this paper is organized as follows. In Sect. 2 we discuss
how a data analytics architecture has to be adapted for the IoT. Subsequently,
in Sect. 3, we propose a sub-architecture, named CoDA, that addresses specific
IoT challenges in the data acquisition layer, and discuss the respective security
challenges. Finally, Sect. 5 concludes this paper and discusses future directions.

1.1 Related Work

Established in 2012, oneM2M is a partnership among major ICT standards devel-
opment organizations around the world [28,29]. The founding SDOs include the
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Association of Radio Industries and Businesses (ARIB), the Telecommunication
Technology Committee (TTC) of Japan, the Alliance for Telecommunications
Industry Solutions (ATIS), the Telecommunications Industry Association (TIA),
the China Communications Standards Association (CCSA), the European
Telecommunications Standards Institute (ETSI) and the Telecommunications
Technology Association (TTA) of Korea. Currently numbering approximately
200 members, oneM2M is developing joint specifications and technical reports
for the M2M service layer. oneM2M is also liaised with major industry alliances
(e.g., Open Mobile Alliance, BroadBand Forum) and Internet standardization
bodies (e.g., IETF, IEEE). Candidate Release 1 of the oneM2M specifications
was recently published. These specifications define the functional architecture in
terms of logical elements, their functional capacities and their interfaces. They
also define the oneM2M core protocol and its technology bindings to the HTTP
and CoAP protocols, as well as device management enablers that incorporate
the respective standards from the BroadBand Forum (BBF) [16] and the Open
Mobile Alliance (OMA) [27]. Collectively, these form a common services layer
for a wide range IoT applications.

The Routing Over Low power and Lossy networks (ROLL) working group
of IETF is developing a routing architectural framework for the IPv6 proto-
col tailored to resource-constrained devices (e.g., embedded devices). The IETF
Constrained RESTful Environments (CORE) working group is developing a
framework for resource-oriented applications intended to run over the IP proto-
col on resource-constrained networks (e.g., M2M networks based on the IEEE
802.15.4 standard [21]).

Regional Standards. The European Telecommunication Standards Institute
(ETSI) published Release 1 of its M2M standard on November 2011. These
introduce an M2M platform for M2M service providers where IoT applications
are supported through platform agnostic interfaces [12–14]. They thus define a
system architecture that enables integration of a diverse range of M2M devices
(e.g., sensors, actuators, gateways, etc.) into an end-to-end platform. The latter
offers to applications a standard interface for accessing data and services made
available over these (typically last mile) devices.

Starting with Release 10, 3GPP has included support for (device terminated
and device originated) Machine Type Communications (MTC). The objective
is to ensure that 3GPP network installations will support M2M applications
deployed on a very large scale [1]. 3GPP2 has assessed the traffic impact of M2M
applications on the cdma2000 network infrastructure (e.g., huge population of
communicating devices, low traffic volume per device, etc.) [2] and amended
its specifications accordingly. M2M work in 3GPP2 is now aligned to the M2M
work in 3GPP and the M2M architecture work done in ETSI as part of an
access-agnostic architecture [2–4].

In the Telecommunications Industry Association (TIA), Engineering Com-
mittee TR-50 M2M on Smart Device Communications (SDC) has developed an
M2M framework. The latter abstracts the technological details of underlying
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transport networks (wireless, wireline, etc.) and provides a convergence layer for
M2M applications [31].

The ATIS M2M Focus Group (FG) has addressed the M2M, Smart Grid and
Connected Vehicle markets, with M2M understood as an horizontal layer span-
ning across multiple vertical domains (e.g., Smart Grid, Connected Vehicle). The
ATIS M2M work is currently integrated to the 3GPP MTC work program [7]
and further advanced there. ATIS has addressed carrier portability issues (e.g.,
waiving the need for SIM card swapping, remote reconfiguration, etc.), manage-
ment procedures (e.g., provisioning, billing, etc.), transport (e.g., peering) and
security issues of IoT applications.

2 Data Analytics Architecture for the IoT

A generic framework of an IoT data analytics framework needs to deal with
a high degree of heterogeneity, e.g., in terms of storage facilities of the under-
lying infrastructure, data types and representation formats, processing modes,
and, analytic algorithms. These concerns are reflected in its stratification which
includes four layers, i.e., Scalable Analytics, Analytics Enabler, Scalable Process-
ing and Data Acquisition. Figure 1 shows an overview of a generic IoT data
analytics architecture.

2.1 Scalable Analytics

The Scalable Analytics layer encompasses the range of use cases that employ data
analytics in the context of IoT (i.e., the vertical domains of IoT data analytics).
As seen in Fig. 1 these include (but are not limited to) critical infrastructure

Fig. 1. High level view of a generic data analytics architecture for the IoT
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monitoring (e.g., dike anomaly detection), industrial IoT (e.g., predictive equip-
ment maintenance, ICS process compliance monitoring) and Smart City (e.g.,
traffic anomaly detection). However, in the rest of this paper we focus on the
subsequent layers, i.e., the specific mechanisms that are required in order to
provide the Scalable Analytics with the necessary capabilities and relevant data.

2.2 Analytics Enabler

The Analytics Enabler layer provides the hosting environment for the deploy-
ment and execution of analytic algorithms, along with their associated model
data. It provides mechanisms to deploy/undeploy a packaged analytic algorithm
in a particular hosting environment, e.g., an Amazon Machine Image, an OSGi
container. To this end, it realizes capability negotiation mechanisms to match
the requirements and constraints of a particular analytic algorithm to those of
the available hosting environments. Provisioning a deployed analytic algorithm
with the necessary model data is also supported by the capability negotiation
mechanism as part of the post-deployment and pre-execution phases. Finally,
it includes a workflow engine for scheduling the execution of compositions of
analytic algorithms and the coordination of their input/output dependencies.

From the perspective of analytics function, the majority of IoT applications,
including security and privacy ones, are based on a combination of the following
capacities:

1. Model Learning, where a formal representation of (some aspects of) the real
world is built from recorded measurements of relevant phenomena in the real
world. For instance, IoT traffic management applications typically feature the
building of a model of observed traffic patterns.

2. Data Fusion, where multiple pieces of data (which may be of different types
and modalities) are combined to render data of better quality, e.g., in terms
of accuracy in data values. For instance, observations from different sensors
that are proximal to each other can be combined to provide a more accurate
observation about a phenomenon in their particular location.

3. Real-Time Anomaly Detection, where (real-time or near real-time) measure-
ments of particular phenomena in the real world are contrasted to values
estimated from a model (e..g, one that has been developed through a model
learning process for those particular phenomena, formulated analytically, or,
a combination of both approaches) and any observed deviations are reported.
This is particularly relevant and frequent for administrative levels tasked with
real-time control of critical assets, e.g., Demand/Response control processes
in a Smart Grid environment or traffic management processes in the context
of Smart City.

4. Prediction, where (possibly real-time) measurements of particular phenomena
in the real world are applied to a model (that has been developed through a
model learning process for those particular phenomena) to generate a forecast
(e.g., forecasted demand for electricity in a particular urban area).
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There are additional analytics capacities involved in other IoT applications,
however, these are either more of an elementary nature (e.g., data clustering),
or, feature in a small niche of IoT applications (e.g., simulation) [6,15].

2.3 Scalable Processing

The Scalable Processing layer realizes the computational capabilities required
by the Analytics Enabler layer. It provides computational resources, e.g., CPU
cycles, thread pools, to support the execution of each particular analytic algo-
rithm. Different computing modalities are supported, depending on the real-time
profile of the data fed to the analytic algorithm.

– Batch Processing where input data is not subject to a real-time require-
ment, e.g., historical data at rest. Typically this is achieved through the
Map/Reduce paradigm of computing supported by the popular Hadoop
framework that achieves scalability under a bulk mode of computation.

– Stream Processing where input data is subject to a real-time requirement,
e.g., streaming real-time data. Commonly, this regards the treatment of events
(where an event describes the occurrence of a significant situation in terms of
attribute-value pairs) in a so-called Complex Event Processing (CEP) frame-
work founded on the Event-Condition-Action (ECA) paradigm. With differ-
ent levels of significance attached to each event and with unpredictable times
of occurrence for each event, this mode of processing fits the requirements
of a process in control of assets of importance, e.g., operational procedures
occurring within a Smart Grid context.

Fig. 2. Different layers of the envisioned Collaborative Data Acquisition architecture
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2.4 Data Acquisition

The Data Acquisition layer describes all the processes that are required to pro-
duce meaningful data starting from the heterogeneous layer of things to the
global data models. We argue that, in the context of IoT, this layer is of partic-
ular importance as it has to deal with the shortcomings of generating data from
a large number of diverse and low-resourced devices. Therefore, we extensively
discuss this layer and propose a distinction of four additional sub-layers in the
upcoming Sect. 3.

3 CoDA: Collaborative Data Acquisition Architecture

In this section we describe our vision of a collaborative data acquisition architec-
ture for the IoT, as well as the respective security challenges. Figure 2 provides
an overview of the so-called CoDA architecture.

3.1 Data Acquisition Architecture

The IoT is composed of multiple objects, or things, that are capable of generating
data constantly. Each such object analyzes and creates data according to its
particular capabilities. That is to say, each different thing generates data that
concerns only the phenomena it is capable of sensing, i.e., it is equipped with
sensory instruments for. The result heterogeneity of the data complicates matters
when different processes need to access a collection of all the data generated
by things. To enable processes to access heterogeneous data, it is important
to develop an architecture capable of conveying each thing with the ability of
communicating data among itself and requesting processes in a common format.

Once mechanisms for acquiring and collecting data are in place, more
advanced computations (by things) can be performed on top of the data eas-
ily. The IoT promises the availability and generation of vast amounts of data. If
this data is easily accessible following security and user guidelines, services will
be able to leverage things efficiently and produce valuable information. However,
data acquisition is the fundamental and core aspect of any service that could be
conceived and provided in the IoT.

Simple data collection services would already benefit from such a data acqui-
sition architecture; however, services that embody an advanced analytic function,
e.g., machine learning, would benefit the most. The standard flow of operations
of such services (and machine learning algorithms in particular) requires, first
and foremost, access to data.

This architecture proposes a four layer approach at making data available
without requiring a central location to collect all data. The four layers are things;
local data models; model management and distribution; and finally the global data
models. The layer of things is concerned with the actual data generated by each
individual set of things. The second layer of local data models is responsible for
representing data from the lower layer (the things layer) so that it can be easily
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managed (i.e., it provides a convergence layer to enable management procedures).
The third layer is a composition of two components, a component for managing
the generated local data models and another component for distributing the
models. The last layer, the global data layer, encompasses a collection of all
data models that is easily accessible by users or service providers.

As previously stated, this architecture does not require a centralized unit to
collect all data in one single location. Each thing is responsible for generating
local data models that are shared among other things in their vicinity. Neigh-
borhoods of things are created, e.g., by leveraging standard neighbour discovery
protocols such as IPv6, where the same type of information is shared among
themselves. An additional benefit of the local sharing of data is the facilitation
of increased data availability and improved performance in accessing the data
(i.e., as a distributed cache).

When a user queries, for instance, one particular data type, the user is able
to issue such queries to any thing and this thing will be able to redirect the
query to the right owner of the data.

In what follows we describe the components of the CoDA architecture as
well as the security concerns that are entailed in the implementation of this
architecture.

3.2 Introduction to the CoDA Architecture

We present an architecture that enables things to provide platform independent
access to their data while also following security and user requirements. Figure 2
shows the different layers of CoDA.

Things. Each component in the IoT is essentially a thing. The bottom most
layer of the architecture encompasses groups of things. Regardless of the things
being exactly the same, this layer groups them by the data they produce.
A group of things is a collection of things that produce the same data types.

Each group of thing is able to generate the same data conforming to specifi-
cations and the specific characteristics of the incorporated sensors. However, for
the resulting communication to be effective, a common ground for the data gen-
eration process is required. This also requires standardized protocols for commu-
nication so that convenient data access is possible. These result in a multitude of
things producing different data represented by the same common output format.
In addition, each device in this layer requires a secure and unique identifier, e.g.,
a common secret, that enables interactions between owners and other things to
be structured with the appropriate level of security [9,30]. Simultaneously, every
sensor needs to be able to support more than one consumer for the data it gen-
erates. Lastly, things are able to determine their owner, e.g., through a common
secret. Determining ownership relationships allows things to choose the data to
share.
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Local Data Models. The second layer of the CoDA architecture is a data
normalization component . The layer consists of models, standards and formats
which specify the way and form of communication for all things. This is necessary
due to the fact that by default the data produced by things would not necessarily
conform to any particular standard. The normalization component effectively
provides the required data convergence.

Data Management and Model Distribution. When each thing is able to
produce meaningful output, the question that arises is how to distribute data
efficiently. Due to the fact that in the IoT a vast amount of devices and sensors
are interconnected, we envision distributed and P2P techniques being utilized
in this level (in contrast to centralized approaches that would not scale). This
can be realized by adopting mechanisms from the P2P and the wireless mesh
networks areas [5], which allows things to create arbitrary communication links
among each other.

Furthermore, in the basis of the existence of a basic communication overlay,
a distribution layer in parallel is of high importance. At this point, the main
challenge that needs to be addressed is determining which things should com-
municate with each other. A combination of the type of things as well as the
knowledge of a common secret can provide an initial way to deal with this.

Global Data Models. The global data model layer is based on the fact that
local models can be aggregated via the utilization of the aforementioned layers
to form a mixed model. This has a twofold objective. First, it enables things
to expand their capabilities through collaboration. For instance, a sensor can
make use of data gathered from other sensors to perform complex tasks. Sec-
ond, various services can query this layer to receive mixed information from the
interaction of multiple things.

4 Security Challenges

Due to the unattended environment in which the things operate and the resource
constrained nature of these devices in terms of computational capabilities, mem-
ory size, and available energy, it is not possible to just employ security schemes
coming from regular computers or ad hoc wireless networks domain. Challenges
in securing the IoT go beyond the standard C-I-A model. IoT security must and
be lightweight to run in constrained devices, scalable to billions of devices, sup-
porting heterogeneous devices, work in an unattended manner, and supporting
decentralized solutions.

4.1 Data Acquisition

In order to implement the CoDA architecture in a secure way, many challenges
need to be addressed [30]. The two main problems in the IoT is the absence
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of centralized points of service and the existence of numerous low-resource
devices with power limitations. As a result, resource intensive mechanisms such
as asymmetric cryptography or centralized architectures, like PKI infrastruc-
tures, are limited. Nevertheless, as not all things require strong security prop-
erties, more lightweight symmetric cryptographic techniques can be utilized.
Moreover, sophisticated trust models need to be built to enable the deployment
of access control limitations between owners and things.

It is necessary to distinguish in the layer of things who are the owners of a
thing and manage the respective access control list of each. A common shared
secret between the owners and a thing can be utilized along with unique iden-
tifiers. Moreover, the first two layers provide the necessary encryption services
for guarantying the confidentiality and integrity of the generated data.

The model management and distribution layer need to be scalable, and
resilient against attacks and failures. This means that the overlay has to func-
tion even when a number of sensors might not be working. Regardless of the
utilized overlay, the architecture must provide sufficient capabilities to distin-
guish trusted things and foreign things. Finally, the global data models must
ensure proper access control enforcement, and authentication for the things and
owners.

A high level realization of the security challenges in our proposal can be
envisioned by the utilization of a complex multi-layer symmetric-based encryp-
tion scheme. Multi-layer in this context refers to the various levels of trust that
things must accommodate for a flexible and secure interaction among themselves
and the owners. For instance, devices can have more than one owner, spanning
up to an entire organization, and also different protocols might be used for their
interaction.

4.2 Privacy and Trust

In general and especially in the IoT, privacy is more than just keeping personal
information confidential. Examples for other privacy aspects that have to be
considered are given in the following. Identity privacy refers to disclosing a user’s
identity if and only if needed and keep it secret otherwise. Query privacy refers
to data retrieval without revealing to the sender (or any other party) which data
was received. Location privacy means hiding a user’s location to the reasonable
extent whenever possible. Footprint privacy aims at minimizing a user’s linkable
(meta) data volume.

Similar to privacy, trust is in general, especially in the context of IoT, more
than just relying on third parties. Four different areas of trust can be distin-
guished. Device trust refers to the user’s confidence to interact with reliable
sensors, as well as assessing the accuracy of the produced data. Sensors that are
not handled according to specifications have the risk of producing inconsistent
or wrong data. Processing trust reflects the need to deal with correct and mean-
ingful data. Connection trust embodies the desire to exchange data only with
the intended partners. System trust refers to the ability of using the interaction
between things to confidently accomplish complex tasks.
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4.3 Attacks

Just as any other network, an IoT network is subject to different types of attacks.
Examples for attack categories that have to be considered are given in the fol-
lowing. Physical attacks on devices, e.g., destroying, analyzing, and/or repro-
gramming them. Service disruption attacks on routing, localization, etc. Data
attacks such as traffic capture, spoofing, and similar. Resource-consumption and
denial-of-service (DoS) attacks on (remote) resources and/or services.

5 Conclusion

The IoT is a prevalent concept that aims to permeate common things with the
possibility of offering and consuming services. Each thing is capable of generating
data through its sensors or by consuming services of other things. To handle the
large amount of data that will be generated, a common architecture needs to be
designed that will enable efficient and simplified communication between things.

We highlighted the challenges brought by the adoption of data analytic appli-
cations in the IoT and proposed the CoDA data acquisition architecture. CoDA
enables heterogeneous things to be brought together efficiently in support of
distributed global data models for data analytic applications. Our presentation
of CoDA focused on security concerns, as these are paramount under a global
data model. We foresee extensions of our work in the refinement of CoDA in
the direction of privacy preserving approaches that are generically applicable to
data analytics applications.
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Thomas C. Schmidt3, and Jochen Schiller1

1 Freie Universität Berlin, Berlin, Germany
{hauke.petersen,m.waehlisch,jochen.schiller}@fu-berlin.de

2 INRIA, Valbonne, France
emmanuel.baccelli@inria.fr

3 HAW Hamburg, Hamburg, Germany
t.schmidt@haw-hamburg.de

Abstract. Disasters lead to devastating structural damage not only
to buildings and transport infrastructure, but also to other critical
infrastructure, such as the power grid and communication backbones.
Following such an event, the availability of minimal communication
services is however crucial to allow efficient and coordinated disaster
response, to enable timely public information, or to provide individuals in
need with a default mechanism to post emergency messages. The Internet
of Things consists in the massive deployment of heterogeneous devices,
most of which battery-powered, and interconnected via wireless network
interfaces. In this paper, we argue that the vast deployment of IoT-
enabled devices could bring benefits in terms of data network resilience in
face of disaster. Leveraging their spontaneous wireless networking capa-
bilities, IoT devices could enable minimal communication services (e.g.
emergency micro-message delivery) while the conventional communica-
tion infrastructure is out of service. We identify the main challenges that
must be addressed in order to realize this potential in practice. These
challenges concern various technical aspects, including physical connec-
tivity requirements, network protocol stack enhancements, data traffic
prioritization schemes, as well as social and political aspects.

Keywords: Design of resilient IoT infrastructures · IoT for crisis and
emergency response

1 Introduction

Every year witnesses large-scale disasters around the world, affecting millions
of people. A crucial aspect of crisis management is distribution of information,
immediately after the disaster occurs. Usually, we rely on data communication
networks to deliver information fast, reliably, anywhere, anytime. The Internet
is today’s communication backbone, used not only for transferring data but it is
also utilized as back-end for voice communication [3]. Even though the Internet
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is a highly interconnected system with several backup paths, it is vulnerable
to the effects of large scale disasters, which can lead to local but also global
communication outages and thus significant disruption of crisis management
after such a disaster occurs.

In large scale disaster scenarios, typical approaches to (re)establish com-
munication abilities yield manual installation of new hardware, which takes
time. However, massive deployment of heterogeneous, Internet-enabled embed-
ded devices is taking place, amounting to what is called the Internet of Things
(IoT) [1]. A large part of these devices is battery powered and communicate
wirelessly. Predictions show that their number will reach billions over the next
decade [5,14], and will result in a very dense deployment which will significantly
reshape the Internet’s edge architecture, allowing for more decentralized and
dynamic communication paradigms.

In this paper, we discuss to which extent the Internet of Things may increase
network resilience in disaster scenarios. We argue that stakeholders—in particu-
lar the general public—would significantly benefit from leveraging the decentral-
ized nature of the Internet of Things, that could enable minimal communication
services in scenarios where the conventional communication infrastructure is
inoperable. We analyze the main challenges that must be addressed in order to
realize this potential. These challenges concern various technical aspects, includ-
ing physical connectivity requirements, network protocol stack enhancements,
data traffic prioritization schemes, as well as social and political aspects, that
we detail in the following.

2 Current Communication in Disaster Scenarios

Communication in disaster scenarios is primarily driven by exchanging important
instead of arbitrary information. Different groups of actors have different com-
munication requirements, which finally lead to the deployment of the underlying
technology.

2.1 Communication Requirements

A disaster may disconnect a complete country from the rest of the world or
limit capacities to data with very low throughput. Ideally this remaining con-
nectivity should be used by the most important services and actors, mainly
for information-sharing and coordination. With passing time after a disaster
happened these priorities are further subject to change. In the period of time
following the initial impact the actual saving of human life is the most impor-
tant action that needs to be coordinated. This is generally done between first
responders such as fire-fighters, police, and technical response forces. For disas-
ter with devastating impacts the prioritization of communication capabilities will
shift after the initial time period towards governmental organizations and non-
governmental organizations that are concerned with providing foot and shelter
and restoring the social systems.
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During all phases there is further need of communication for the general
public. The population in the affected areas has to be warned of threats and
to be informed of retreat routes and similar information. People need further
to communicate with relatives and other persons inside as well as outside the
disaster area to check on their status [9].

The actors that operate in disaster areas and their used communication mech-
anisms can be categorized as follow.

First responders: Communication between teams using voice and text con-
nections.

Governmental organizations: Communication between central situation cen-
ters using voice, text and further access to databases.

Non-governmental organizations: Coordination using voice and text com-
munication, access to logistical databases.

The press:Sending texts out of the disaster area, audio and video broadcasts.
The general public: Emergency calls, status calls, receive news and situational

updates, receive environmental/emergency warnings.

We compare the communication services in a three dimensional space with
respect to basic communication parameters, needed throughput, the direction
in which the data flows, and finally the requirements on timing constraints (cf.,
Fig. 1).

It is worth noting that the distinction between the actors is not exclusive.
In particular, the general public covers multiple fields. With the advent of blog-
ging, social networks, and micro messaging (e.g., Twitter) citizen journalism
has been established to complement the press by public contributions. After the
Tohoku earthquake in 2011, for example, ≈ 50 % of the photos related to the
disaster in the Tokyo area have been uploaded to Flickr in less than 24 h. This
information fulfills two purposes, it informs other people about the current state
but also helps rescue teams to identify relevant areas. Previous disasters also
shown that first responders are not only experts but also volunteers from the
neighborhood, who help [9]. These observations have direct implications on the
devices, which are used on-site, and thus on the deployed technology. Profession-
als such as press, NGOs, and first responders may own special hardware. The
general public is equipped with mass market devices (e.g., smartphones) provid-
ing basic communication functionality. Building a more robust communication
infrastructure should consider this and incorporate public devices.

The distance between two communication partners, which needs to be
bridged, is diverse even within a group of stakeholders. Typical NGO scenarios
illustrate this nicely. Field workers require short range communication between
peers, as well as long range communication to request external data and to inter-
act with external operation control center. Short range communication is limited
to a smaller geographic area, in which long range communication bridges further
distances. The latter is currently implemented in the Internet.
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Fig. 1. Comparison of delay and throughput requirements of typical applications in
disaster scenarios.

2.2 Dependency on Fixed Infrastructure

Today’s communication is heavily based on the Internet. Originally, different
infrastructures have been operated for voice and data traffic. This distinction
continuously converges towards a unified backbone implemented by the Inter-
net [3]. The Internet provides packet-based data delivery and allows for a wide
range of communication services on top of the delivery infrastructure, making it
more attractive compared to other backbones.

Successful communication in disaster scenarios is tied to the successful oper-
ation of the Internet. This relates to two perspectives, the outsider and the
insider perspective. A disaster that affects Internet infrastructure components
may also affect people living in areas which are geographically outside of the dis-
aster region. During the localized 9/11 attack smaller Internet outages have been
experienced in Japan, for example. Given that the Internet is the backbone of our
daily communication this can lead to severe problems. People inside the disaster
area rely on the Internet (or Internet technologies) to exchange information.

The proper operation of the basic Internet infrastructure depends on wired
connections and fixed power supplies. Both components make the Internet vul-
nerable to breakdown caused by disasters. Large scale disasters by definition have
in common that wide areas of land are affected by immense forces such as floods,
storms, or earthquakes. These forces lead usually to an immense destruction of
man-made infrastructure, which is also important for the Internet backbone.
Buildings accommodating points of presence collapse (e.g., 9/11), oversea cables
break (e.g., Japan earthquake 2011), or power supplies turn down (e.g., Italy
blackout 2003), for example. Satellite Internet access replaces cables in specific
regions but those equipment still represent rather fix component.
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For Internet hardware, it can be distinguished between two basic classes of
fault modes that leave the infrastructure in a non-working state: Systems can
suffer recoverable fault or they can suffer permanent damage. For the first class
typical fault modes are power outages and overload conditions. As soon as power
is restored or overload conditions are resolved, the system can continue in normal
operation and little intervention by the network operators is required. Typical
types for the second class of fault modes are broken wires and physically damaged
hardware. In both cases massive repair effort by technical personal is required,
as hardware needs to be replaced or connections have to be rewired. In case of
highly destructive disasters these fault modes are more common. During most
disasters buildings and power grids collapse, and the repairs requires significant
time. Both fault classes are in fact not independent of each other. The outage
of a backbone router will lead to a redirection of traffic which can lead to an
overload condition and subsequent failure of another router.

The 2003 Italy blackout demonstrated the consequences of long-range, cas-
cading failures and the interplay between the Internet and the fix power grid.
A storm caused cascading outage of several power stations, which caused a fail-
ure of the Internet infrastructure, finally leading to additional breakdowns of
power stations.

A fast recovery of communication infrastructure is of utmost importance. The
common approaches today are to set-up temporary connectivity using mobile
3G/GSM base stations, satellite up-links, and improvised wiring paired with
mobile generators for power supply. All these techniques though have in com-
mon that considerable time is needed to set them up. Depending on the loca-
tion of the disaster, the (heavy) equipment needs to be transported, deployed,
and initialized. For the time this takes the connectivity in the disaster area
is very limited with respect to reachability and capacity. Furthermore, in the
meantime privately installed wireless infrastructure may conflict with regained
communication networks. The Haiti earthquake 2010 strikingly illustrated this
when local ISPs restored 90 % of the network using wireless technology but Non-
Governmental Organizations (NGOs) accidentally broke network communication
by taking over the wireless spectrum.

2.3 Towards a Disaster-Adaptive Communication Infrastructure

Without doubt the Internet is very fundamental to enable communication—
before, during, and after a disaster happened. Even though the Internet is a
highly connected infrastructure providing high redundancy, its resilience is cur-
rently limited due to very basic dependency on fixed infrastructure components.
Evolving the Internet to a completely disaster agnostic infrastructure with full
service capabilities is a rather unrealistic challenge even when applying future
Internet technologies. However, narrowing the scope to minimal communication
reduces complexity and complies with the principle needs in disaster scenarios.

To overcome the major dependency on fixed components, communication net-
works are complemented by wireless transmission and battery power. The Inter-
net of Things (IoT) inherently implements this perspective. On the downside,
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Fig. 2. Usage of available throughput between two directly connected peers by typical
applications for different access technologies.

wireless technology and low energy result in constrained throughput. For typical
IoT access technologies Fig. 2 clearly indicates that still a reasonable amount of
messages and calls can be exchanged between two parties. Building a disaster
resilient communication network which provides these communication abilities in
a stable deployment but with the flexibility of the Internet improves the current
state of art.

3 Resilience Potential of the Internet of Things

The number of devices connected to the Internet has seen a steady growth since
its creation. In the 90s, this growth was fueled by the advent of the hypertext
transport protocol and the web. In the 2000s, this growth was driven by the new
availability of wired broadband Internet access which enabled other popular
applications such as multimedia streaming. Over the last decade, the growth
has been driven by the emergence of wireless broadband Internet access via
cellphones, laptops, tablets, and by novel, ultra-connected applications such as
social networks. It is now projected that the growth will be fueled by the Internet
of Things (IoT), i.e. the massive deployment of heterogeneous, communicating
devices [5,14], ranging from wireless sensors to smart home appliances, which
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will blend in the global network, challenging the traditional notions of ’Internet
host’ and ’router’.

A significant part of the IoT thus consists in billions of battery powered
devices that can communicate wirelessly, deployed in every location where
humans shape their environment. In fact, most IoT devices use a communication
architecture that is fundamentally richer that the conventional, infrastructure-
based communication architecture employed to date. By leveraging a sponta-
neous wireless networking paradigm [4], such IoT devices are natively able to
both (i) communicate via access points of the infrastructure if they are available,
and (ii) communicate with one another autonomously, without the infrastructure
as intermediary, if the latter is not available. Spontaneous wireless networking
provides the necessary automatic mechanisms so that IoT devices can dynam-
ically self-organize the relaying of data towards destination [12]. In that sense,
each such IoT device is by default both host and router.

Thus, when one considers the IoT as a dense collection of battery-powered
devices using a spontaneous wireless network paradigm, it becomes apparent
that this architecture is naturally more resilient in face of disasters, and is less
prone to the impacts described in Sect. 2.2. By running on battery power, nodes
are not affected by power black-outs and damaged power cables. By using radio
links the communication between devices does not suffer from broken wiring.
Furthermore, by leveraging its dense deployment, and its ability to spontaneously
self-organize wireless multi hop communication, the IoT brings a huge additional
advantage: it comes with built-in redundancy. This means that even with a large
loss of nodes, there is a good chance that the network will still consist in a giant
component of physically connected nodes, which could be put to use immediately
after the disaster happens.

Previous work on the connectivity of ad-hoc networks in disaster scenarios
yields promising results [7,11]. Approaches for disaster applications on top of
this connectivity have also been proposed [13]. The communication systems con-
sidered in this work are homogenous in terms of the underlying hardware and
routing protocols.

It is however projected that IoT devices will be very diverse with respect
to characteristics including computation power, memory capacity and commu-
nication capabilities. While today’s cell-phones are able to transmit and receive
data using Wifi, Bluetooth, UMTS or LTE with throughputs ranging from a few
Mbit/s to a few hundred Mbit/s, typical wireless sensor networks (WSNs) use
radio standards that provide significantly lower throughput, in the range of a few
hundred kbit/s [8]. In order to ensure connectivity over large areas, it is safe to
assume that any IoT device that has survived the disaster in the area may be used
as potential relay. Since the available throughput is smaller than the bottleneck
on the path, it may thus be that a particularly constrained IoT device severely
limits the available throughput towards a given destination. Furthermore, the
routing mechanisms at work in large scale spontaneous wireless network may
limit this throughput even more [6]. However, in any disaster scenario, a good
rule of thumb is: limited connectivity is better than no connectivity at all. When
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looking at the communication requirements listed in Sect. 2, it becomes apparent
that even a low throughput, text-based emergency service would help improving
the coordination, speed and efficiency of disaster response, and that the availabil-
ity of such a service may save lives as a direct consequence. Such mechanisms
could enable diverse services including (i) emergency broadcast to all devices
in an area to warn the general public, (ii) first-responder text-based situation
reports communication to central coordination instances which can then make
faster and more informed decisions, or (iii) individuals may emit emergency mes-
sages which allow response forces to detect and locate them in scenarios where
some people are buried for instance.

It is furthermore noteworthy that a substantial part of the IoT is expected to
consist in sensors that monitor various environmental parameters, thus providing
quasi-ubiquitous sensing capabilities. Using these capabilities, coupled with the
resilience of the IoT may provide crucial real-time data about disaster areas,
which can help decision makers to better understand the impact of a disaster
and react more appropriately. Available sensor data may range from temperature
readings during bush fires, radiation readings after nuclear accidents or even
destruction estimates based on the number and location of nodes that become
unreachable.

4 Open Challenges

The IoT has considerable potential to contribute significantly to disaster
resilience of communication networks as we discussed in Sect. 3. However, prior
to succeeding in the ‘grand challenges’, the IoT is challenged by a variety of open
questions and unsolved problems. Most challenges do not arise from the lack of
existing technologies, but rather from a premature development of existing tech-
nologies and in particular from a lack of common standards and deployments
that seamlessly interconnect. In the following section we will point out the areas
where the most pressing issues arise.

4.1 Physical Connectivity and Hardware Limitations

Physical connectivity on a hardware level is the essential foundation to enable
communication between devices. Sharing the same PHY and link layer is a
requirement for data exchange between neighboring devices. For the IoT this
means the use of common interface cards that use the same radio frequencies,
modulations, link layer technology etc. Multiply connected gateways are required
for transitioning network technologies.

A large heterogeneity of network access technologies, though, not only
increases complexity of inter-networking, but may also lead to severe deploy-
ment problems in the wireless domain. Various radios that consume interfering
frequencies of the limited spectrum by incompatible technologies may harm com-
munication capacities at large without an ability to mutually coordinate.
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Mobile phones broadly use 3GPP standards for data communication, such
as UMTS, and increasingly LTE. In addition, modern phones and other hand-
held devices (e.g., tablets) have further network interfaces such as IEEE 802.11
(Wifi) and IEEE 802.15.1 (Bluetooth). They are thus widespread candidates for
bridging between radio technologies and serving as gateways. Similarly, millions
of Wifi access points are deployed, each of which typically featuring a wireless
and a wired network interface card for offering transit from small wireless ’cells’
to the remaining Internet. Energy constraints typically restrict wireless sensors
to a single wireless interface, either using a link layer based on IEEE 802.15.4 or
Bluetooth Low Energy (BLE), which is not backward compatible. Other gate-
ways like IEEE 802.15.4 border routers or Bluetooth 4.0 dual-mode devices need
to be in place to integrate IoT devices.

In disaster scenarios, all available devices should form a single, largely con-
nected network—as redundant as possible. Assuming the infrastructure is down
(e.g., because of power blackout or cable damage), some battery-powered devices
with multiple interfaces using different radio technologies such as smartphones,
tablets, laptops will have to play the role of border routers to enable physical
connectivity. However, it is noteworthy that these consumer devices typically
neither have a IEEE 802.15.4 nor a BLE interface, which may lead to network
partitioning because sensor networks using this link layer technology are unable
to interconnect at the physical layer.

Moreover, since 30 years the industry has focused quasi exclusively on
improving infrastructure-based wireless link layer technologies. It has largely
ignored spontaneous wireless networking to the point that even today—15 years
after the initial 802.11 standards were published—standard Wifi ad hoc mode is
often not interoperable among vendors, if implemented at all. More generally, it
remains to be seen how far new technologies can improve the performance of ad
hoc, spontaneous wireless communication.

4.2 Logical Network Connectivity

The aim and outstanding success of today’s Internet builds on its efficient and
seamless way of interconnecting networks that use heterogeneous link layer tech-
nologies. This was achieved at large scale by using IP (the Internet Protocol)
as the unique networking protocol and TCP/UDP at the transport layer. Wire-
less sensors and other constrained wireless devices are however too often based
on proprietary network stacks (e.g., Zigbee or Nordic’s Speedburst) that cannot
interoperate across link layers or network borders. These confined networking
solutions typically rely on specialized gateways to connect devices with the IP-
based networks (i.e., the Internet).

Recently, the situation has improved, though, as the IETF has published
relevant standards for the IoT. 6LoWPAN defines a lightweight network sublayer
that enables constrained nodes (e.g., wireless sensors using IEEE 802.15.4) to
interoperate natively with IPv6. 6LoWPAN thus enables a substantial fraction
of IoT devices to connect directly to the Internet. It is projected that in the near
future, proprietary network stacks will be phased out in favor of an IPv6 network
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stack using 6LoWPAN, as this brings not only benefits for vendors through
standardization but also through faster time-to-market, cheaper development
cycles leveraging well-known development practices and tools.

However, 6LoWPAN as a minimal standard of speaking IPv6 among devices
is insufficient to orchestrate large scale spontaneous wireless networking, as
required for disaster resilience described in Sect. 3. Improved disaster resilience
relies on the ability of IoT devices to (i) dynamically reconfigure forwarding
tables in order to route data over multiple wireless hops, towards destination,
and (ii) dynamically adapt transport layer mechanisms to the particular versa-
tility of multi-hop wireless communication. Both (i) and (ii) should be achieved
automatically, without explicit configuration, without the need of intervention
from users and network administrators, and without the help of infrastructure.
Over the last decade, a significant amount of work has been accomplished in this
field, which resulted in the publications of new routing protocol standards (e.g.,
RPL, OLSR) to cope with (i). More work is however needed to achieve better
scalability of routing protocol overhead in practice—we are still far from the
theoretical bounds. Furthermore, TCP modifications are desirable to efficiently
accommodate multi-hop wireless communication to cope with (ii).

Additional auto configuration mechanisms are needed for IoT devices to be
useful in case of disaster which results in unavailability of infrastructure-based
networks. For instance, sensor networks and other IoT networks are mostly envi-
sioned as stub networks which connect to the Internet through a given gateway.
This gateway directly or indirectly determines the configuration of attached
nodes, including parameters such as IP address, encryption details. Unless nodes
reconfigure automatically these parameters upon detection of infrastructure
unreachability, nodes that were in separate stub networks prior to the disas-
ter may not be able to communicate with one another because the network layer
will prohibit it—thus annihilating the chances of spontaneously interconnecting
to form a single, large network spanning the disaster area. To efficiently enable
this behavior, future work has to be carried out.

4.3 Prioritization of Data Traffic

Largely heterogeneous link transitions bear the problem of exhausting conges-
tions that are likely to kill data flows. Assuming the connectivity gap is bridged at
the MAC/PHY layer and at the network layer as described in Sects. 4.1 and 4.2,
throughput may be very limited. The general idea is to use the available through-
put for the most important services, as described in Sect. 2. A challenge that
remains is thus the design of mechanisms that guarantees that only these ser-
vices do use of the available throughput.

An idea could be to introduce a ‘disaster mode’ for IoT devices. Besides their
normal mode of operation, IoT nodes could switch to an alternative mode of
operation in which the goal becomes spontaneous maximization of connectivity
in the sense described in Sect. 3. Furthermore, this special mode of operation
could implement prioritization policies that would guarantee first responders
or official organizations privileged access to the newly spawned communication
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network. This ‘disaster mode’ would be roughly comparable to the emergency
call mode in today’s mobile phones, where 911 calls are possible even if no
registered SIM-card is activated.

In fact, such a mode of operation may be necessary anyway in case of dis-
aster because, should massively deployed sensors and smart object resume their
‘normal operation’ automatically after the disaster, the limited throughput left
available may be involuntarily clogged by ’unimportant’ data traffic – a case that
should be avoided. Note that this may also apply to other types of data traffic,
e.g., system updates on smart-phones.

As promising as such an approach sounds, there are however important addi-
tional technical questions, as well as political questions, which have to be inves-
tigated. How/when exactly would such a ‘disaster mode’ be triggered? What
kind of regulations are needed to force vendors to integrate this mode into their
devices? How should such a ‘disaster mode’ be standardized?

4.4 Social Acceptance

As described in Sect. 3, leveraging IoT devices to mitigate the impact of a disas-
ter on network connectivity implies that devices may be required to be operated
outside their intended scope, and connect to external parties that normally do
not have access to those devices. For example, if privately owned sensor net-
works were required to relay communication traffic on behalf of governmental
agencies, or on behalf of other private individuals that must send/receive emer-
gency information, the owners of such networks would need to allow a mode of
operation that they do not fully control. Social acceptance of this category of
usage should be studied, to prevent situations where owners of devices actively
try to block any use outside their full control—preventing in effect the approach
towards more resilience.

4.5 Network Security Aspects

The IoT in general presents a number of challenges in terms of application layer
and network layer security. These security challenges naturally transfer to IoT
use in case of disaster scenarios. In this context, one should avoid the usual reflex
of initially leaving security aspects out of the picture because “every bit of the
scarce throughput should be used for communication traffic”. For example, there
are a number of scenarios in which unprotected network traffic could be used
by malicious third parties to intentionally interrupt or alter information that is
exchanged between first responders or coming from emergency calls, e.g., large-
scale terrorist attacks such as 9/11. As data is routed through the IoT, attackers
could try to tamper with communications ways that cripple helper organization.
Furthermore, the mechanisms that trigger devices to switch to ‘disaster mode’
operation should itself be secure in order to prevent attacks aiming to disrupt
normal network operation. These challenges are directly related to lightweight,
decentralized authentication schemes.



294 H. Petersen et al.

4.6 Towards Disaster Resilience

With the technology available today, the Internet of Things cannot yet be used
to improve our communication networks resilience in face of large-scale disas-
ters. Several challenges must be addressed beforehand. While from a technical
perspective the open questions we have identified yield substantial issues to be
solved there are no fundamental show-stopper to allow the IoT to mitigate the
impact of a disaster on network connectivity. The main question is thus not
whether the IoT can be leveraged to improve disaster resilience, but rather to
which extent and how it should be adopted.

5 Conclusions

The Internet of Things is already here. Beyond traditional routers and Internet
hosts such as PCs or smartphones/tablets, a new category of battery-powered,
connected machines has emerged, and applications using these machines are
announced and brought to the market on a daily basis. Projections indicate that
massive deployment of such devices is dawning, and will soon revolutionize the
edge architecture of the Internet, by leveraging not only infrastructure-based
wireless networking but also spontaneous wireless networking. This enriched
architecture can significantly improve the resilience of basic data communication
services in face of disasters that damage conventional communication network
infrastructure.

While the IoT is not able to provide the full range of communication ser-
vices expected from pre-disaster Internet, one can nevertheless envision pro-
viding better-than-nothing services such as emergency micro-messaging, using
IoT devices as relays and popular handheld devices (e.g. smartphones) as user
terminals. This paper proposed an overview of this vision, and highlighted the
major advantage such an approach could bring: the automatic reconfiguration
of the network to interconnect surviving devices immediately after the disaster,
even if the infrastructure is down and the power grid is out. Basic connectivity
and simple text-based data communication could then remain available during
the crucial gap between the time when the disaster occurs and the time when
qualified manpower reach the area and set up dedicated hardware putting con-
ventional communication infrastructure back in service.

There are however a number of challenges that need to be addressed before
this vision can be realized. This paper provided an analysis of the different cate-
gories of issues that lie ahead. These concern on one hand technical aspects such
as physical connectivity requirements, network protocol stack enhancements, or
data traffic prioritization schemes, and on the other hand non-technical aspects
such as social and political considerations. We argue that while the relevant
technical issues are substantial, there are no identified show-stoppers. Concern-
ing non-technical aspects, we argue that legislating on the matter would probably
be necessary. We propose the definition of a mandatory ‘disaster mode’ of opera-
tion for IoT devices (similar to cellphone’s 911 mode of operation), which could
automatically kick in to reconfigure the surviving network elements in cases
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where infrastructure is out of service, enabling automatically basic connectivity
and simple text-based data communication for emergency purposes. In future
work, we will also analyse upcoming network paradigms such as information-
centric networking, which shows potential in constrained environments and dis-
aster scenarios [2,10].
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Abstract. Proximity communication technologies, such as NFC (Near Field
Communication) are today widely deployed in smart city environments. Con-
tactless services based on NFC facilities are used for payment, transport or
access control applications. There are supported by most of mobile operating
systems. The NFC Peer to Peer mode is typically used for pushing small pieces
of information in applications like Android Beams, or Personal Health Device
Communication (PHDC), a family of devices comprising blood pressure meters,
blood glucose meters, or body weight scales. Security (i.e. mutual authentica-
tion, data privacy and integrity) is a critical topic for P2P exchanges; however it
is not specified by today standards. In order to solve these issues we introduced
a security protocol (LLCPS) compatible with NFC standards and based on the
well known TLS protocol. This Chapter describes an experimental platform
built with commercial smartphones and presents some performances.

Keywords: NFC � P2P � Security � Iot � TLS � LLCP � LLCPS

1 Introduction

Proximity communication technologies, such as NFC (Near Field Communication [1])
are today widely deployed in smart city environments. Contactless services based on
NFC facilities are used for payment, transport or access control applications. Major
cities like Paris (Navigo card), London (Oster card), Venezia (Imob card), Seoul
(T Money Card) use NFC tickets for their transport networks. NFC interfaces are more
and more supported by EMV bank cards for contactless payments. Millions of elec-
tronic locks controlling hotels rooms, office doors, parking entrances are working with
NFC key cards typically based on tags such as Mifare Ultralight [8].

Therefore smart cities already include multiple NFC kiosks connected to various
information systems. During the last decade mobile devices powered by operating
systems such as Android, RIM or Windows have been manufactured with NFC
interfaces (according to [2] two in three phones to come with NFC in 2018). There is a
trend to replace NFC card and tickets by application running in smartphones with
internet connectivity. As an illustration, the EMVCO consortium is working on new
payment technology called tokenization [9] compatible with NFC-enabled mobiles.

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 297–305, 2015.
DOI: 10.1007/978-3-319-19743-2_40



NFC has three working modes Reader/Writer, Card Emulation, and Peer to Peer
(P2P). The two first are imported from legacy applications working with contactless
devices powered by reader. The P2P mode [3] deals with two devices (the target and
the initiator) managing their own power feeding (i.e. including batteries). It is used for
pushing small pieces of information in applications like Android Beams working with
the SNEP [5] protocol, or Personal Health Device Communication [7], a family of
devices such as blood pressure meters, blood glucose meters, or body weight scales.
Security (i.e. mutual authentication, data privacy and integrity) is a critical topic for
P2P exchanges; however it is not specified by today standards. In order to solve these
issues we introduced in [14, 16] a security protocol compatible with NFC standards and
based on the well known TLS protocol. This chapter describes an experimental plat-
form built with commercial smartphones and details some performances; a demon-
stration of this prototype was performed in [15].

This chapter is constructed according to the following outline. Section 2 recalls the
main characteristics of the NFC P2P mode; it introduces the LLCP [4] protocol and the
SNEP [5] service. Section 3 introduces LLCPS [14], a secure P2P protocol based on
TLS. Section 4 presents the experimental platform; made with a smartphone and a NFC
reader, and its software architecture. Section 5 summarizes experimental performances
for operations secured by asymmetric procedures (RSA and X509 certificates, anon-
ymous Diffie-Hellman over elliptic curves) and symmetric procedures (i.e. the TLS
abbreviated mode). Finally Sect. 6 concludes this chapter.

2 About NFC Peer to Peer

The Near Field Communication (NFC) protocol is a proximity communication tech-
nology based on inductive coupling. According to the Lenz law a magnetic field of 5 A/m,
pulsed at the 13,56 MHz frequency, induced a voltage of about 2 V on a loop with an
area of 40 cm2 (5 cm x 8 cm). Another interesting property of inductive coupling is the
energy conservation; the energy delivered by the primary circuit (PPRI) is consumed by
the secondary (PSEC) circuit according to the relation:

PPRI ¼ PSEC ¼ 2p f M IPRI ISEC

where f is the frequency, M the mutual inductance, IPRI and ISEC respectively the
electric current in the primary and secondary circuit. The power feeding of the sec-
ondary circuit by the primary one is a physical assumption for devices proximity. NFC
supports two functional modes:

– Reader/Writer and Card Emulation. A device named ″Reader″ feeds another device
called ″Card″, thanks to a 13,56 MHz electromagnetic coupling. This mode is
typically used with contactless smartcards or NFC tags.

– Peer to Peer (P2P). Two devices, the ″Initiator″ and the ″Target″ establish a
communication link. In the ″Active″ mode these two nodes are managing their own
energy resources. In the ″Passive″ mode the Initiator powers the Target via a 13,
56 MHz electromagnetic field.
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In this chapter we focus on the P2P mode which is more and more supported by
smartphones running operating such as android, RIM and others.

2.1 About Logical Link Control Protocol (LLCP)

A P2P session occurs in four steps:

(1) Initialization and Anti-collision. The Initiator periodically generates a RF field and
sends a request packet, acknowledged by a Target response packet. It manages
anti-collision mechanisms in order to detect several Target devices.

(2) Protocol Activation and Parameters Selection. The Initiator begins a session with
a detected Target by forwarding an Attribute-Request message, confirmed by a
Target Attribute-Response message. These messages setup the functional
parameters to be used by P2P exchanges.

(3) Data Exchange. Frames are exchanged via the Data Exchange Protocol (DEP [3])
that provides error detection and recovery. It works with small packets (from 64 to
256 bytes). The Initiator transmits DEP-Request acknowledged by DEP-
Response. These frames typically transport LLCP [4] messages, which are
detailed below.

(4) De-Activation. The Initiator releases the P2P session with the Target.

The Logical Link Control Protocol (LLCP) manages information exchanges during
P2P sessions.

It may work according to connection oriented or connectionless paradigms.
However all legacy P2P services used a connected paradigm, and this chapter only
deals with this mode. The main advantage of connection oriented service is to manage
potential traffic congestions, due to operating system overloads, via dedicated packets
called RNR (Receiver Not Ready); we observed such packets with the RIM (BB10)
operating system.

A LLCP packet is transported by a DEP frame. It comprises three mandatory fields,
the Destination Service Access Point, (DSAP 6 bits), the Source Service Access Point
(SSAP 6 bits), and Protocol Type (PTYPE 4 bits). An optional sequence field (8 bits)
contains two (4 bits) numbers N(S) and N(R) respectively giving the number of the
information packet to be sent and the number of the next information packet to be
received. In the connected mode a service is identified by a name, or an integer (a well-
known Service Access Point, SAP). A connection is performed via two dedicated
LLCP packets, CONNECT and CONNECTION CONFIRM (CC). A CONNECT
request to the well-known SAP number 1 (the Service Discovery Protocol) is a way to
get an ephemeral SAP associated to a service name, and therefore to start a session with
this named service. A NFC P2P server processes the CONNECT packet issued by a
NFC P2P client. Figure 1 illustrates a connection to a named service, performed
between an initiator acting as a NFC client, and a target hosting a NFC server.
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2.2 The SNEP Service

The Simple NDEF Exchange Protocol (SNEP, [5]) is a simple service widely used to
push data over LLCP. It comprises two main messages SNEP-PUT and SNEP-Success
whose name are self-explanatory. A SNEP service is identified either by the well-
known SAP number 4, or by the name urn:nfc:sn:snep. The information shuttled by
SNEP-PUT message is encoded according the NFC Data Exchange Format (NDEF, [7]);
this last-mentioned supports multiple formats such as text or URLs. NDEF contents
are also hosted by NFC tags (such as the NXP Mifare Ultralight [8]), used as
transportation tickets or key cards. In a typical SNEP dialog, the initiator detects a
target; a P2P session is established, and thanks to LLCP the SNEP client sends a
CONNECT request (either to the DSAP 4 or the DSAP 1) to the SNEP server con-
firmed by a CC packet. Thereafter the SNEP client pushes NDEF content thanks to the
SNEP-PUT message, acknowledged in turn by a SNEP-Success. In a smart cities
context, SNEP could be used by numerous services such as transportation or access
control.

3 About LLCPS

One issue for NFC P2P exchanges is the lack of native security and privacy. Data are
exchanged in clear form over the air. There is no data encryption and no pairing (i.e.
mutual authentication) between the initiator and the target. The main target of LLCPS
(LLCP secure, [14]) is to reuse the TLS protocol over LLCP in order to address these
critical issues. TLS (Transport Layer Security) is a well-known IETF protocol, which is
widely used for the internet security. According to the NFC standards a P2P name is
associated to a service; in our context the urn:nfc:sn:tls:service string identifies a
service such as SNEP whose privacy is enforced by the TLS protocol.

TLS has two working modes, the full mode in which the client and the server may
be authenticated by X509 certificates and associated private keys, and the abbreviated
mode that reuses a previously opened full session, and which only deals with

Fig. 1. P2P connection between a client (initiator side) and a server (target side)
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symmetric cryptography. A full session with strong mutual authentication may be
interpreted as a pairing between initiator and target. A shared secret (the master secret)
is created between these two entities, which is thereafter available for resume sessions,
dealing with lighter symmetric cryptographic exchanges. The booting of a full session
works with a four ways handshake, while a resume session only requires a three ways
handshake. The EAP-TLS protocol [13] demonstrates how TLS messages may be
gathered in blocks exchanged according to a half-duplex mechanism. LLCPS builds
such TLS blocks, which are segmented in small LLCP packets (typically 128 bytes)
exchanged between initiator and targets devices. TLS supports various cryptographic
algorithms such as RSA or Elliptic Curves (ECC). We developed an experimental
platform and performed tests with two types of algorithms, RSA with X509 certificates,
and anonymous Diffie-Hellman over elliptic curves (ECCDH anonymous).

4 The Experimental Platform

The experimental platform (see Fig. 2) is made of two parts, a smartphone (BB10, [12])
equipped with a NFC interface, and NFC reader (the ACS122, [10, 11]) delivering P2P
facilities. The use case is an access control application (ticketing, electronic key) using
SNEP, and running over the urn:nfc:sn:tls:snep service.

4.1 The BB10 Smartphone

The smartphone phone is a BB10 model [12], powered by a POSIX operating system.
The mobile application is written in the C language. The mobile embeds classical
UNIX software libraries such as SOCKET for the TCP/IP connectivity, OPENSSL for

Fig. 2. The experimental LLCPS platform, controlling an electronic lock
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TLS facilities and LIBNFC for the NFC management. The NFC framework is managed
by the following proprietary procedures:

– nfc-connect() and nfc-disconnect() starts and stops the NFC framework.
– nfc-llcp-register-connection-listener() registers the application for a particular NFC

service identified by a name such as ″urn:nfc:sn:tls:snep″ in this use case.
– nfc-llcp-read() and nfc-llcp-write() handle NFC packets reception and transmission

over the NFC radio. The maximum packet length is about 128 bytes. TLS messages
are segmented and reassembled according to this size.

– The programming model is event driven; main procedures are associated to events
such as LLCP-CONNECTION, LLCP-WRITE-COMPLETE, LLCP-READ-
COMPLETE.

The Fig. 3 illustrates the mobile application. The mobile acts as a NFC initiator; it
periodically generates a RF field, and polls the presence of a target. Upon detection of a
remote device, a LLCP session is started with the service urn:nfc:sn:tls:snep. A TLS-
Client, working the OPENSSL library, exchanges data with an internal socket server
(using the 127.0.0.1:8080 address) acting as a proxy with a software module (NFC-
P2P-LLCP) that manages the LLCP session. When the TLS session is established a
SNEP-PUT packet, transporting a NDEF payload is sent to the target and thereafter
acknowledged by a SNEP-Success packet.

4.2 The NFC Kiosk System

The NFC kiosk system (see Fig. 4) is assembled around a NFC reader [11] delivering
P2P services. Upon detection of a remote initiator, it waits for an incoming CONNECT
packet including a supporting service name (such as urn:nfc:sn:tls:snep). This event is
handled by the accept-llcp() procedure. A client software entity is internally connected
to a TLS server (running at the 127.0.0.1:443 address) based on the OPENSSL library,
and works as a proxy with the NFC LLCP software entity. When the TLS session is

Fig. 3. Software architecture of the mobile application
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established, a SNEP server, whose goal is to securely collect NDEF content, processes
and produces secured SNEP messages.

5 Tests

According to the experimental platform previously introduced, a NFC SNEP client
running on the Initiator mobile opens a TLS secure session with a NFC server running
on the Target device, which performs an access control service. Both systems are using
the OPENSSL library, and therefore support multiple cryptographic procedures.
Among them we selected three security schemes:

– Key exchange with authentication dealing with RSA 1024 bits keys and X509
certificates.

– Anonymous key exchange using ECCDH, with a 163 bits elliptic curve
(Sect. 163r1).

– Key exchange in the abbreviated mode; the mode use symmetric cryptography and
required a previous successful full mode, either RSA or ECCDH anonymous.

In all these use cases the SNEP messages are ciphered by the RC4 algorithm and data
integrity is provided by the HMAC procedure. We observe, on the target side, that for
128 bytes DEP packets, the reception requires about 85 ms, and the transmission about
65 ms; these experimental timings are higher than the expected values with a physical
data rate of about 100 KBits/s.

5.1 RSA with Certificates

Both the Target and the Initiator hold X509 certificates and RSA 1024 bits private
keys. Mutual authentication could be mandatory for services without native security;
for example when a key value is pushed in a clear form. About 3100 bytes are
exchanged during the four ways TLS handshake, which are segmented in 128 bytes
DEP packets, and required around 2000 ms.

Fig. 4. Software architecture of the NFC kiosk.
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5.2 ECCDH Anonymous

In this mode TLS only provides data privacy and integrity. There is no mutual
authentication, but the service could provide additional security features. About
440 bytes are exchanged during the four ways TLS handshake, which are segmented in
128 bytes DEP packets, and required around 500 ms.

5.3 The Abbreviated Mode (or Resume Mode)

According to the TLS standard a successful full mode create a shared secret (the master
secret) that can be reused by the abbreviated mode, dealing only with symmetric
cryptography. In a LLCPS context this property works like a pairing process. About
340 bytes are exchanged during this three ways TLS handshake, which are segmented
in 128 bytes DEP packets, and required around 410 ms.

5.4 Secure SNEP Protocol

For all uses cases, once the TLS secure channel has been opened two protected packets
(transported by the TLS record layer) are exchanged SNEP-PUT and SNEP-Success.
On the Target side, about 46 TLS bytes are received in 188 ms and 26 bytes are
transmitted in 32 ms.

6 Conclusion

In this chapter we presented a P2P platform secure by TLS built with commercial
devices. It clearly demonstrates that a high level of security can be achieved for smart
cities proximity services. However we observed performances issues with the emerging
NFC technology.
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Abstract. Nowadays, one of the major problems in Internet of Things
(IoT) is the initial setup and boot up of new embedded devices that
have to be connected over the Internet. On the other hand, another
problem is the interaction of such devices with a Cloud computing envi-
ronment. This paper deals with the possibility to automatically configure
IoT devices in a secure way, so as to provide new added-value services. In
particular, after a discussion of a Cloud scenario for IoT, we discuss how
to perform a self-identification process in order to achieve a secure auto-
configuration of IoT devices joining the Cloud. The paper deals with the
design of secure IoT infrastructures.

Keywords: Cloud computing · IoT · Identification · Configuration ·
Security

1 Introduction

Nowadays, the increasingly penetration of sensing devices and the emerging con-
cept Internet of Things (IoT) offer new possibilities for sharing data and services
over the Internet. As highlighted in the Digital Agenda for Europe [1], one of
the key challenges for the European Commission is to have a globally com-
petitive Cloud infrastructure for the “Internet of Services” interconnected with
“Things” distributed over remote areas. IoT is currently applied in many applica-
tions fields, such as in buildings construction, car traffic monitoring, environment
analysis, health-care, weather forecast, video surveillances, etc. Definitely, there
is not limit to the possible scenarios that can be accomplished combining IoT
and Cloud computing. In our opinion, IoT can appear as a natural extension of
Cloud computing, in which the Cloud allows us to access IoT based resources
and capabilities, to manage intelligent pervasive environments. In addition Cloud
computing can support the delivery of IoT services. Thus an IoT service can
be considered as an on-demand Cloud-based Sensing and Actuation as a Ser-
vice (SAaaS). One of the main problems in deploying IoT devices is the secure
self-configuration of such devices that is necessary to interconnect them over
the Cloud. In this paper, we analyze the existing issues regarding to the self-
configuration of IoT devices that have to be connected over the Internet to join
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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a Cloud environment. In our opinion, an IoT device should be able to configure
itself, interacting with the Cloud in a secure way, and downloading its customized
features directly from remote providers. The paper we present hereby is strongly
related to the design of secure IoT infrastructures. According to our vision, each
user should be able to turn on his/her IoT device, connecting it via WiFi, and
waiting for its self-configuration in order to interact with the Cloud. In order
to self-configure IoT devices in a secure way and allowing them to interact over
the Cloud, they should be equipped with capabilities including security keys,
cryptographic algorithms, hidden IDs, etc. The rest of the paper is organized as
follows. Section 2 discusses related works. Section 3 presents a possible scenario
integrating IoT and Cloud computing. In Sect. 4, we highlight the main factors
involved for a secure self-identification of IoT devices. In Sect. 5, we discuss how
IoT devices joining a Cloud system can self-register themselves to perform a
self-configuration process. Section 6 concludes the paper.

2 Related Work

In the near future, the heavy penetration of sensing devices into Internet applica-
tions will cause the explosion of the amount of data to be stored and processed,
as very well described in [10]. Often Sensor Networks are considered as virtual
devices [7]. Physical sensors can be mapped into virtual sensors clouds, hence
Cloud Computing and Sensors Networks can be managed in the same way. Sensor
Network and IoTs also reside a lot of problem in security context as described
in [5,11] and [12]. The new concept of Mobile Cloud computing appeared in
2012. The concept consists in providing new services for Cloud users taking
into account their movements and preferences. In [4], the authors investigated
the delivery of mobile cloud services. They stated that services suffering from
poor performance due to the mobile network fluctuations. Moreover, under the
Smart Cities umbrella many works are dealing with sensors and Clouds, as well
as in [9] and [8]. In [9], the authors have investigated the possibility to unify
Resilient Cloud Computing and Secure IoT in smart cities scenarios. Security
and resilience seen to look at the same perspective. In the same direction respect
to our work is the work described in [6]. Here, the authors present an exhaus-
tive analysis of sensor Cloud architectures benefiting of Arduino devices. Very
similar is the study presented in [3] in which the service provisioning for sensors
is assessed leveraging Clouds.

3 A Cloud Scenario for IoT

In this Section, we present a scenario in which several IoT devices interact with
a Cloud system. Figure 1(a) shows different users holding several IoT devices
connected to a domestic WiFi network. Each device is able to automatically
configure it-self downloading its configuration from a given Cloud provider. Sev-
eral datacenters belonging to a Cloud operator are spread over the world. For
example, datacenter A is placed in USA, datacenter B is located in Europe, and
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(a) Single Cloud Scenario with one oper-
ator distributed among datacenters that
interact with IoT devices and Customers.

(b) Arduino Yun extended with security
capabilities.

Fig. 1. The Cloud Scenario under investigation and the modified version of Arduino
Yun.

datacenter C is placed in Asia. Each datacenter collects data coming from IoT
devices connected in geographical area that it serves.

An indispensable requirement of the proposed scenario is that when an IoT
device moves from a datacenter to another, it should be able to self-configure
itself in a secure way.

4 Towards Secure Self-Identification of IoT Devices

This Section, we discuss how existing IoT embedded devices might be extended
and used to achieve the scenario previously described. According to the approach
discussed in this paper, these IoT devices should be onboarded with Security
Keys, Cryptographic Algorithms and Hidden IDs (hIDs).

4.1 Arduino Yun

In order simplify the discussion on how an IoT device can be extended with hard-
ware security capabilities we consider Arduino Yun as reference. The Arduino
open hardware framework is a consolidated architecture able to fulfill the IoT
requirements especially for its cheapness and simplicity of utilization. Many ver-
sions, shields, and extensions exist over the market for the Arduino platform. One
of these versions is the new framework able to provide the Arduino capabilities
along with the Linux Embedded features that is referred as Yun device. Specifi-
cally, the Yun is distinguished from other Arduino boards by the fact that it can
communicate with the Linux distribution onboard, offering a powerful networked
computer with the easiness of Arduino. The Atheros AR9331 processor supports
a Linux distribution based on OpenWRT named Linino. Figure 1(b) shows how
Yun works. The left side of the picture depicts the Arduino part, whereas in the
right side there is the Linino part. Yun has a built-in WiFi/Ethernet boards that
enrich the Arduino part. The Linux embedded part can be used for accomplish-
ing the interactions with the Cloud.
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4.2 Security Keys, Cryptographic Algorithms and Hidden IDs

In order to achieve the scenarios discussed in Sect. 3, an IoT device such as
Arduino Yun should be equipped with a component mounted on the board dur-
ing the manufacturing and offering several security capabilities as depicted in the
right part of Fig. 1(b). In particular, these security capabilities should include:
Security Keys (e.g., a couple of public/private keys X509v3 based (Kpub, Kpriv)),
Cryptographic Algorithms, a hidden ID (hId). The hID is a numeric serial-
number used by manufacturer for recognizing each board. It is hidden because
no one must read it. Here, we introduced the concept of Obfuscated ID (obH)
derived from the MD5 hashing function. The major property of an hashing func-
tion is its incontrovertibly, in fact it is also defined an one-way function (i.e., from
the output of an hashing function it is not possible to deduct the input). Hence,
looking at Eq. 1 the obH is useful for tracking the board without knowing its
public MAC address and the board owner if the MAC-User association exists in
the Cloud provider.

obH = hash(hID,MAC) (1)

The obH is computed by Eq. 3, and it represents a board index that can be
stored in whichever public database. According to Eq. 2, in any communication
between the device and the Cloud operator a Message (M) can be included in
the body of all communications concatenating obH, MAC, and a public key
Kpub.

M = concat(obH,MAC,Kpub) (2)

A signature strongly guarantees the trustiness of the sender. The public key
Kpub is signed at production level during its manufacturing, using for example
the Certification Authority (CA) of the manufacturer of the IoT device. Instead,
the private key Kpriv is not accessible externally from its chip endorsed in the
device, but it can be used by the internal security algorithms.

SM = signature(Kpriv,M) (3)

4.3 Adding Secure Hardware Capabilities

Trusted Computing (TC), defined by the Trusted Computing Group (TCG) [2],
combines hardware and software security mechanisms to enhance the security
level of computing environments. TC implies the adoption of an hardware chip
called Trusted Platform Module (TPM), that is able to provide Roots of Trusts
(RoTs) and to extend its trust to other parts of the device by building a chain of
trust. It offers facilities for the secure generation of cryptographic keys by means
of a unique RSA key burnt into as it is produced (i.e., the Endorsement Key
(EK)). The TPM includes capabilities such as machine authentication, hardware
encryption, signing, secure key storage and attestation. Born for securing tradi-
tional Personal Computers, the TCG is currently looking at both embedded and
mobile devices whose reference architecture specification drafts were released
respectively in April and June 2014. The specifications provide guidelines on
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how to onboard the TPM in a device even though there have not been so many
implementations yet on real hardware devices. TC and embedded systems are
at the early stage, however, in our opinion, TC is a valid solution to develop
hardware security capabilities in IoT devices interacting with the Cloud.

5 Registration Strategies of IoT Devices Joing the Cloud

The IoT device, e.g., the Arduino Yun extended with security capabilities, can
follow two different registration methods:

– case A, Unsupervised: auto registration of MAC address and obH;
– case B, Supervised: end-user web registration of MAC address and obH.

In both the cases, the end-user needs to enable the IoT device to maintaing the
WiFi network association using the wps button on his wireless AP. Hence, the
IoT device can access the Internet performing the authentication as describe in
Sect. 4. In the case B, the IoT device board flashes an orange LED, and after
its partial registration it shows an orange fixed-on LED. The full registration
is achieved when the end-user associates the IoT device board with his/her
web profile. The users adopts a web site to register the board, in particular
typing the MAC address shown in the external part of the box provided by
the manufacturer. If the MAC in M match the MAC typed in the website, the
board flashes a green LED, and the user can confirm the operation, otherwise
(obtaining no flashing LED) he/she should repeat the procedure. After that, the
full registration has been accomplished, the board shows a green fixed-on LED.
Now the Cloud has the full control of the board, hence it can deploy firmware,
managing configuration, install software and so on. The user only pushed a
button (wps) and typed a code in the web site of the Cloud operator.

6 Conclusion and Future Work

In this paper, we discussed an approach to integrate the IoT with Cloud comput-
ing. In particular a system is presented analyzing the different elements involved
and how they interact each other. Using the Arduino Yun as example, we dis-
cussed how IoT devices can be extended to support the interaction with the
Cloud. In particular, we focused on a secure self-identification mechanism that
allows a Cloud provider to deploy the firmware and configure the device. The
paper deals with the design of secure IoT infrastructures. Currently, IoT devices
are at the early stage and how argued in this paper, they are not ready yet
to support complex Cloud scenarios, even though the roadmap toward innova-
tive Cloud IoT services begins to be tracked. In future works, we plan to study
the integration of the Trusted Computing in Arduino Yun for an advanced self-
identification when the device joins a Cloud environment.



A Secure Self-Identification Mechanism for Enabling IoT Devices 311

References

1. Unleashing potential of Future Internet and Cloud computing, November 2013.
http://ec.europa.eu/digital-agenda/en/news/unleashing-potential-future-internet-
and-cloud-computing

2. Trusted Computing Group (TCG). http://www.trustedcomputinggroup.org
3. Aslam, M., Rea, S., Pesch, D.: Service provisioning for the wsn cloud. In: 2012

IEEE 5th International Conference on Cloud Computing (CLOUD), pp. 962–969
(2012). doi:10.1109/CLOUD.2012.132

4. Ayadi, I., Noemie, S.: Adaptive provisioning of connectivity-as-a-service for mobile
cloud computing. In: 2014 2nd IEEE International Conference on Mobile Cloud
Computing, Services, and Engineering (MobileCloud), pp. 169–175 (2014). doi:10.
1109/MobileCloud.2014.33

5. Celesti, A., Fazio, M., Villari, M.: Se clever: A secure message oriented middleware
for cloud federation. In: IEEE Symposium on Computers and Communications
(ISCC), pp. 35–40 (2013)

6. Chandra, A., Lee, Y., Kim, B.M., Maeng, S.Y., Park, S.H., Lee, S.R.: Review on
sensor cloud and its integration with arduino based sensor network. In: 2013 Inter-
national Conference on IT Convergence and Security (ICITCS), pp. 1–4 (2013).
doi:10.1109/ICITCS.2013.6717876

7. Deshwal, A., Kohli, S., Chethan, K.: Information as a service based architectural
solution for wsn. In: 2012 1st IEEE International Conference on Communications
in China (ICCC), pp. 68–73 (2012). doi:10.1109/ICCChina.2012.6356972

8. Fazio, M., Paone, M., Puliafito, A., Villari, M.: Huge amount of heterogeneous
sensed data needs the cloud. In: 2012 9th International Multi-Conference on Sys-
tems, Signals and Devices (SSD), pp. 1–6. IEEE (2012)

9. Suciu, G., Vulpe, A., Halunga, S., Fratu, O., Todoran, G., Suciu, V.: Smart cities
built on resilient cloud computing and secure internet of things. In: 2013 19th
International Conference on Control Systems and Computer Science (CSCS), pp.
513–518 (2013). doi:10.1109/CSCS.2013.58

10. Tu’n, A.L., Quoc, H., Serrano, M., Hauswirth, M., Soldatos, J., Papaioannou, T.,
Aberer, K.: Global sensor modeling and constrained application methods enabling
cloud-based open space smart services. In: Ubiquitous Intelligence Computing,
International Conference on Autonomic Trusted Computing (UIC/ATC), pp. 196–
203 (2012)

11. Wang, Y., Lin, W., Zhang, T., Ma, Y.: Research on application and security pro-
tection of internet of things in smart grid. In: IET International Conference on
Information Science and Control Engineering 2012 (ICISCE 2012), pp. 1–5 (2012).
doi:10.1049/cp.2012.2311

12. Yao, X., Han, X., Du, X., Zhou, X.: A lightweight multicast authentication mech-
anism for small scale iot applications. IEEE Sens. J. 13(10), 3693–3701 (2013).
doi:10.1109/JSEN.2013.2266116

http://ec.europa.eu/digital-agenda/en/news/unleashing-potential-future-internet-and-cloud-computing
http://ec.europa.eu/digital-agenda/en/news/unleashing-potential-future-internet-and-cloud-computing
http://www.trustedcomputinggroup.org
http://dx.doi.org/10.1109/CLOUD.2012.132
http://dx.doi.org/10.1109/MobileCloud.2014.33
http://dx.doi.org/10.1109/MobileCloud.2014.33
http://dx.doi.org/10.1109/ICITCS.2013.6717876
http://dx.doi.org/10.1109/ICCChina.2012.6356972
http://dx.doi.org/10.1109/CSCS.2013.58
http://dx.doi.org/10.1049/cp.2012.2311
http://dx.doi.org/10.1109/JSEN.2013.2266116


Making Effective Home Security Available
to Everyone - Towards Smart Home

Security Communities

Marcus Koehler(B) and Felix Wortmann

University of St. Gallen, 9000, St. Gallen, Switzerland
{marcus.koehler,felix.wortmann}@unisg.ch

Abstract. The Internet of Things significantly reduces the prices of
home security systems, thereby making home security available to every-
one. Prior research provides the technical foundation for Smart Home
security. However, frequent false alarms still remain a severe challenge.
While current work in this domain mainly focuses on the improvement of
sensors and algorithms, this study proposes a semi-automatic approach
to tackle the false positives. It combines the concept of neighborhood
watch communities with IoT technology in order to develop a Smart
Home security community. Therefore, (1) this paper shows a positive
influence of community features in the case of non-intrusive devices. Fur-
thermore, (2) it points out the influence of personal relationships on per-
ceived security. In consequence, there is a clear opportunity to strengthen
security systems by establishing neighborhood watch communities.

Keywords: Internet of Things · Smart Home · Security · Intrusion
detection · Semi-automatic · Neighborhood watch

1 Introduction

Smart Home security communities build upon two fundamental concepts: neigh-
borhood watch communities and Smart Home security devices.

During the late 1960s, the neighborhood watch movement has emerged in the
USA. It comprises of three different crime prevention and detection activities:
engraving property, community organization, and block watch [1]. Engraving
property is the announcement of a neighborhood community in order to deter
possible criminals. The community organization increases the local social capital
and thereby fosters a shared response to critical situations. Finally, block watch
involves citizens in surveillance plans, which for instance comprise of patrols.

The impacts of neighborhood watch programs are promising. 40 % of the US
citizens [2] and 29 % of the UK citizens [3] live in areas protected by neighborhood
watch initiatives. A recent meta-analysis [2] shows that 15 of 18 studies prove
the crime-reducing effect of neighborhood watch.

Current Smart Home security systems purely rely on a purely technical app-
roach. In an attempt to create an overview of the current market, we clustered
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 312–317, 2015.
DOI: 10.1007/978-3-319-19743-2 42
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Table 1. Overview of Smart Home security solutions

Security functionality Obtrusiveness

low high

Preventive (1) Philips Hue n.a

Detective (2) Lockitron, Skybell, Scout (3) Canary, Piper

Reactive

existing solutions. We thereby assure mass market compatibility by setting a
price limit of 500 USD. Clustering criteria were functionality and obtrusiveness.
The functionality can be split into preventive, detective and reactive properties.
Obtrusiveness can be classified depending on the use of video cameras in indoor
environments and implied privacy concerns [4]. Three clusters can be identified
(see Table 1): (1) Purely preventive solutions, (2) non-obtrusive alarm systems,
and (3) obtrusive alarm systems.

How reliable can a security system perform its task? The base-rate fallacy [5]
describes the difficulty of designing effective intrusion detection systems. Effec-
tiveness is the ratio of relevant alarms to false alarms of the system. The absolute
number of relevant alarms is low for security systems due to the low frequency
of intrusions. In contrary, a high number of false alarms is likely even by reliable
systems due to the commonness of the regular status.

Smart Home security communities try to leverage the crime-reducing effect
of neighborhood watch approaches by using technology. First studies following
this combination exist. Zeki et al. [6] present a technical approach which enables
the sharing of video streams in order to evaluate the severity of an unusual event.
The impact of such a solution is analyzed by a qualitative study of Microsoft
research [7]. This study evaluates the use of shared outdoor cameras in order to
detect suspicious activities. It shows the potential of such a solution, however
also pointing out privacy concerns.

In conclusion, the positive influence of neighborhood watch communities has
been shown by various researchers [2]. The idea to complement these commu-
nities with Internet of Things based technologies is not new. However, due to
privacy concerns, research efforts have been restricted to communities which use
street cameras [7]. In contrast to existing approaches, our research focuses on
the liaison of indoor security and communities.

The structure of this paper follows. First, this section introduced the field of
Smart Home security communities and presented related work. Second, the fol-
lowing chapter evaluates users’ intention to participate in a Smart Home security
community and thereby especially focuses on privacy aspects. Third, we study
the potential composition of a Smart Home security community. Finally, we
discuss the gained results and further research directions.
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2 Smart Home Security Communities - Evaluating
the Idea

As a first step, we want to understand the value of Smart Home security commu-
nities for our security device. Thus, we address the following research questions.
(1) Do community features, i.e. the technical capability to include others into
home protection, increase potential users intention to use a Smart Home secu-
rity system? (2) Do powerful, yet privacy-intrusive security features such as video
surveillance, increase or decrease potential users intention to use a Smart Home
security system? (3) Do community and powerful, yet privacy-intrusive secu-
rity features, have an interaction effect on users intention to use a Smart Home
security system?

2.1 Study Design

We acquired 160 participants via Amazon Mechanical Turk [10] in exchange for
a small monetary compensation. The participants were randomly assigned to
one of four treatment combinations.

Corresponding to the related research, we built upon two device settings.
(1) Less intrusive: This setting is based on our “Security Light” system and its
motion detection technology. (2) More intrusive: The description of the Canary
system1 is taken as an example for a video based security system.

In respect to communities, we leveraged two fundamental settings. (1)
Community: Community functionality was highlighted, i.e. the possibility was
described to give other people access the security system information. Their
potential ability to act in case of an intrusion was pointed out. (2) No commu-
nity: No community functionality was mentioned.

On the basis of the described settings we deployed four treatment groups
(2× 2 factorial design). A subsequent item-based questionnaire measured the
effects of our experiment. The metric assessing the intention to use was adapted
from Davis [8]. To better understand the influence of privacy as a key constraint
of intention to use [4], we measured privacy concerns based on Dinev and Hart [9].

2.2 Study Result

To assess the impact of community-based and privacy intrusive security features
on the intention to use, we conducted a two-way Anova. There was a significant
main effect of privacy intrusive security features on intention to use, F(1,160) =
7.35, p <.01. Specifically, intention to use was significantly higher in case of no
video? settings. Furthermore, there was no significant main effect of community
features on intention to use, F(1,160) =.37, p >.05. However, there was a weak
interaction effect of privacy intrusive security and community features, F(1,160)
= 2.14, p <.10. Community features increased intention to use in the “no video”
condition, whereas they decreased intention to use in the “video” condition.
1 http://canary.is/.

http://canary.is/
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To better understand the role of privacy as a key driver of intention to use, we
additionally conducted a two-way Anova on perceived privacy concerns. There
was a weak main effect of privacy intrusive security features on privacy con-
cerns, F(1,160) = 2.96, p <.10. Specifically, privacy concerns were higher in case
of video settings. Furthermore, there was no significant main effect of community
features on security concerns, F(1,160) =.00, p >.96. However, there was a sig-
nificant interaction effect of privacy intrusive security and community features,
F(1,160) = 4.42, p <.05. Community features increased privacy concerns in the
“video” condition, whereas they decreased privacy concerns in the “no video”
condition.

Applying these results, the study shows the value of a security community for
our security solution. Due to privacy concerns, the study furthermore suggests
a negative impact of a community on obtrusive security solutions.

3 Smart Home Security Communities - Understanding
the Composition

As a second step, we want to study the composition of a Smart Home security
community. We especially want to focus on the impact of private participants
compared to institutions or companies.

3.1 Study Design

We acquired 50 participants via Amazon Mechanical Turk [10] in exchange for
a small monetary compensation. Each participant had to evaluate eight person
groups according to three criteria.

Person groups included private contacts and professionals. Private contacts
were family, friends, neighbors, connections from a social network, and other
users of a fictive security community named Beta. Professionals comprised the
local police, security companies, and insurance companies. Person groups were
shuffled during the study to avoid order effects.

Evaluation criteria comprised of three items: The ability of a person to act
(“This person/institution could act appropriate in case of an intrusion.”), per-
ceived privacy (“I feel comfortable giving this person/institution access to the
private data captured by the Beta security system”) based on Dinev and Hart
[9], and the intention to use (“I would ask this person/institution to support me
in protecting my home and give him/her full access to the Beta app.”) according
to Davis [8].

3.2 Study Result

Figure 1 illustrates the results of our study. Three main findings follow: (1) The
perceived ability to act is higher for family members and friends then for pro-
fessional institutions while raising less privacy issues. (2) Users prefer sharing
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Fig. 1. Means and standard deviation of (a) ability to act, (b) perceived privacy during
data sharing and (c) intention to invite in community depending on person character-
istics.

data with family members and friends compared to their neighbors. (3) Anony-
mous members of social networks or security communities are the least preferable
partners.

In consequence, security communities should leverage existing relationships
to family members or friends. They can include neighbors or professionals. Fur-
thermore, our study suggests not to rely on pure on-line relationships within the
security community.

4 Discussion and Conclusion

Reflecting on the results, we see evidence for a general negative relationship
between privacy-intrusive technology and the intention to participate in a secu-
rity community. We expected that both non-intrusive and intrusive devices would
benefit from a community. Therefore, we are surprised about the interaction
effect between communities and privacy-intrusive technology. Our research sug-
gests, that a positive community effect can only be achieved with non-privacy
intrusive functionality.

We are furthermore surprised about the high perceived ability of family mem-
bers and friends to act in case of an intrusion. Even though their means to inter-
vene are limited, their perceived ability to act is the base for trustworthy Smart
Home security solutions.

In line with [7], we encourage further research to explore the potentials of IoT-
enabled security communities. We also see the potential to generalize the topic
of Smart Home security communities and to apply to other research fields, e.g.
ambient assisted living (AAL). AAL ensures the health, safety, and well-being of
elderly people by the supervision of daily activities [11]. The reduction of false
classifications, especially the elimination of false positives, is a relevant research
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question [12]. Here, the local community of Smart Home security communities
can be used for the manual verification of alarms.
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1 Università Politecnica Delle Marche, Ancona, Italy
{g.taccari,g.bernardini,l.spalazzi,m.dorazio}@univpm.it

2 Ball Aerospace and Technologies Corporation, Ohio, USA
smari@arys.org

Abstract. Semantic technologies can play a key role in representing,
storing, interconnecting, searching, and organizing information gener-
ated/consumed by things. In order to evaluate its feasibility, this paper
presents a set of reasoning mechanisms based on an IoT ontology to be
applied in an emergency management scenario. The scenario presented
in this paper consists in the earthquake emergency management.

Keywords: Semantic Web · Semantic reasoning · Internet of Things ·
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1 Introduction

In the recent years, Internet of Things (IoT) attracted more and more researchers
for its pervasiveness, the variety of involved technologies, and the several areas
where it can be applied. On the other hand, the research on IoT must face
several challenges, among them are scalability, w.r.t devices, data, and users
interaction; interoperability, due to the heterogeneity of devices and platforms;
efficiency, w.r.t. device energy consumption and bandwidth; ubiquity. This com-
plexity produced at least three different visions of IoT: the internet-oriented
vision, the thing-oriented vision, and the semantic-oriented vision [2]. Whereas
the first two visions are quite obvious, the third one is one of the consequences
of scalability and interoperability that pose issues related to how to represent,
store, interconnect, search, and organize information generated/consumed by a
plethora of physical and virtual (immaterial) things. According to several authors
[2,4,8,19], such issues can benefit from semantic technologies.

Therefore, this work focuses on the semantic-oriented vision of IoT and
applies semantic technologies to a specific scenario, in order to evaluate their
potentialities: the earthquake emergency management. This work is part of the
Italian project SHELL1 — Research Objective OR4 “Safety & Security Man-
ager”.
1 MIUR (the Italian Ministry of Education, Univesity, and Research) — Project

SHELL (CTN01 00128 111357) part of the national cluster TAV (CTN01 00128).

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
R. Giaffreda et al. (Eds.): IoT360 2014, Part II, LNICST 151, pp. 318–327, 2015.
DOI: 10.1007/978-3-319-19743-2 43



EEM by means of Semantic-based IoT 319

Regarding the semantic-oriented vision, it should be considered that in spite
of the great number of works in literature, the formal modeling of things by
means of semantics is still an emerging area and there does not exist a de facto
standard to do that. This obstructs the collaboration among Things themselves
and between things and IT systems [4]. The only exception is represented by
the Semantic Sensor Network (SSN) ontology, an outcome of the W3C Semantic
Sensor Network Incubator Group [4]. Unfortunately, this ontology deals only
with sensors, their sensing capabilities, the observations that they may produce,
and their physical characteristics. No standard exists for actuators and a more
general notion of things. On the other hand, other works deal only with specific
application domains [19].

Regarding the emergency domain, previous works and recent disasters under-
line the importance of tools for earthquake disaster management [9] in order to
assist people and rescuers during the event and so increasing the level of com-
munity resilience [5,18], especially in historic preservation areas and at urban
scale. Up-to-now, a similar approach has been adopted for indoor fire manage-
ment [11,14]: data involving the spread of fire and the position of people are
acquired by sensors and processed by a central server; actions in response to the
fire and to facilitate evacuating people are consequently performed through a
series of actuators. In other words, this means that an IoT approach could be
useful also for earthquake emergency management. Indeed, following the “smart
city” network vision [1], IoT tools must involve real-time monitoring and include
the information communication to both evacuating pedestrians and rescuers.
This aspect is widely stressed in the aforementioned project SHELL-OR4.

This work provides the first step for an emergency management system based
on the semantic-oriented vision of IoT. This is accomplished by means of a set of
basic semantic reasoning techniques that can be combined to form the so-called
Perception/Action Cycle. In order to do that, it exploits a general IoT ontology
that extends the SSN ontology [15].

The paper is structured as follows: Sect. 2 briefly introduces the earthquake
scenario and the related ontology is described in Sect. 3. Section 4 deals with
the Perception/Action cycle, whereas some concluding remarks are reported in
Sect. 5.

2 The Earthquake Scenario

Previous works [6] define the actors involved in the earthquake scenario (Envi-
ronment and Pedestrians) and the related features that have to be monitored
by different sensors in order to eventually activate a set of actuators, both at a
single building or at urban scale. About the Environment, an immaterial sen-
sor composed by a CAD or GIS database should describe the characteristics of
the pre-event scenario, including urban plan, usable paths and safe areas [6];
moreover, each building should be related to its own seismic vulnerability [7], by
using GIS techniques [17]. Physical sensors monitor the event and the scenario
changes. A seismometers network could define fundamental earthquake data,



320 G. Taccari et al.

such as duration, Richter magnitude and epicentre position [10]. Accelerometers
would define the presence of site amplification [16] or the building response to
the earthquake. Devices for crack or story drift (displacement) monitoring could
assess the structural building health or the presence of local damage mechanisms
or collapses [12]. Data from these building sensors could be merged with the ones
from seismometers and losses estimation models, for the evaluation of scenario
modifications (e.g.: ruins influence on evacuation routes [13]). The Pedestrians
characteristics and positions [6], including people with disability and rescuers,
should be monitored during the whole process. The IoT system would collect
data from these sensors, and address particular actions to the actuators [14].
Pedestrians would be assisted during their evacuation by means of information
regarding the correct behavior, the evacuation path to select, and how to gain
the safe areas in the safest and fastest way. Notification messages (e.g.: SMSs)
would be sent to them in order to interact with them. Moreover, fixed building
elements (e.g.: escape lights in both outdoor and indoor conditions), or personal
device (e.g.: smartphones) applications would be activated in order to indicate
the evacuation path. Finally, rescuers have to be informed about crisis areas,
damages on buildings, infrastructural fails, and Pedestrians in emergency con-
ditions (e.g.: in ruined buildings or in not accessible areas).

3 The Earthquake Emergency Management Ontology

In order to formally describe entities and features that characterize the
earthquake scenario, we take advantage of the IoT and Earthquake Emer-
gency Management (EEM) ontologies proposed by Spalazzi et al. [15]2. The
IoT ontology extends the Semantic Sensor Network (SSN) ontology [4] and,
beside the Stimulus-Sensor-Observation pattern [4] used to model sensors and
observations, proposes the Actuator-Stimulus-Operation pattern that models
actuators and operations. The above patterns allow the ontology to deal
with sensor and actuator properties (denoted by the two equivalent concepts
ssn:MeasurementCapability and san:ChangeCapability depicted in Fig. 1) in terms of
accuracy (ssn:Accuracy), resolution (ssn:Resolution), precision (ssn:Precision), and
other similar characteristics. These are related to particular conditions (denoted
by the concept ssn:Condition), consequently several capabilities (one for each con-
dition) can be associated to a given sensor or actuator. Furthermore, even each
observation or operation (denoted by concepts ssn:Observation and san:Operation

depicted in Fig. 1) can be associated with its properties (e.g. an observation
with its accuracy). The EEM ontology is built upon the IoT ontology and
deals with the modeling of specific sensors and actuators to be used in the
earthquake scenario. We have concepts to describe sensing devices such as seis-
mometers (eem:Seismometer), accelerometers (eem:Accelerometer), lasers to mea-
sure story drift displacements (eem:Laser), and the GPSes (eem:GPS), as well
as to describe actuating devices such as signaling escape lights (eem:Signaling-

EscapeLight), and alarm message notifiers (eem:AlarmMessageNotifier). Beside the
2 Available at https://code.google.com/p/federated-cot-owl/source/browse/.

https://code.google.com/p/federated-cot-owl/source/browse/
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descriptions of things, the EEM ontology models also the features of interest
and their related properties that may be sensed and/or modified by the devices.
In this work we extend such ontology in order to provide all the knowledge to
implement the Perception/Action Cycle described in the next section. A frag-
ment of this ontology is depicted in Fig. 1. Four subclasses of ssn:Observation

(eem:MagnitudoGreaterThan4, eem:AccelerationGreaterThan0.2g, eem:DiplacementGrea-

terThan0.003h, eem:VulnerabilityGreaterThan0.17) are created in order to represents
specific cases of observations that sensors may produce. These new classes
of observations are linked to three instances of eem:Intensity (eem:LowIntensity,
eem:MediumIntensity, and eem:HighIntensity) in order to specify which kind of inten-
sity (i.e. damages) we have depending on the observed earthquake parameters.
Such instances are linked to operations too; in this manner we specify which oper-
ations have to be accomplished in relation with the intensity of the earthquake.
Finally, we add to the EEM ontology the concept that represents a person to
evacuate eem:PersonToEvacuate. We add to this concept the property dul:asLocation

that links a person to her/his geographical position represented by an istance of
the concept geo:Point taken by the GeoSPARQL ontology3 that models spatial
concepts and their relations.

Fig. 1. An fragment of the EEM ontology.

4 EEM: Perception/Action Cycle

The Perception/Action Cycle extends the Perception Cycle proposed by Henson
et al. [8] taking into account the intention of acting as a consequence of what has
been perceived. In this respect, this model is rooted in the Belief-Desire-Intention
model proposed by Bratman [3] that has been widely used for developing intel-
ligent agents. The Perception/Action Cycle consists of four basic activities:
explanation, discrimination, decision, and justification.
3 http://schemas.opengis.net/geosparql/1.0/geosparql vocab all.rdf (Accessed: 2014-

06-26).

http://schemas.opengis.net/geosparql/1.0/geosparql_vocab_all.rdf
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Fig. 2. An example of the Perception/Action Cycle: explanation.

Explanation. It deals with deriving a set of elements (that Henson et al. called
explanations) that can explain what has been perceived. In the approach pro-
posed in this work, one or more sensors produce a set of observations, such
observations are semantically represented as RDF triples that are instances of
ontology concepts as ssn:Observation and ssn:ObservationValue. As each instance of
eem:MagnitudoGreaterThan4 is linked to a set of instances of eem:Intesity (Fig. 1),
such instances form the set of explanations (Fig. 2). In the example of Fig. 2,
we supposed it has been measured by a seismographer an earthquake whose
magnitude is greater than 4. According to the European Macroseismic Scale [7]
adopted in the EEM ontology (see Fig. 1), the earthquake intensity may corre-
spond to a middle or high value.

Fig. 3. An example of the Perception/Action Cycle: discrimination.

Discrimination. It should be noticed that the previous step can produce multi-
ple explanations from the same set of observations. This set can be reduced by
further observations. As the set of observations grows, the set of explanations
shrinks. Once again, semantic reasoning can help us in establishing what are
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such further observations. Indeed, the ssn:observedProperty relation can be used
to discriminate which kind of observations allow us to shrink the explanations
(Fig. 3). As each subconcept of ssn:Observation is linked to a specific ssn:Sensor

that has a set of capabilities (as accuracy, precision, and so on), thanks to dis-
crimination we are able to obtain a list of sensors that can be used in order to
produce the further observations we need and are able to guarantee the required
capabilities. In the example of Fig. 3, we have to discriminate what is the earth-
quake intensity, therefore we need further observations. According to Fig. 1, we
need to measure the horizontal displacement of a given building using a sensor
with a given accuracy.

Fig. 4. An example of the Perception/Action Cycle: decision.

Decision. It is similar to discrimination. Indeed, it aims at looking for subcon-
cepts of san:Operation that are linked to the explanations, i.e. they are linked to
instances of ssn:Property (Fig. 4). As each subconcept of san:Operation is linked to
a specific san:Actuator that has a set of capabilities, thanks to decision we are
able to obtain a list of actuators that can be used in order to react to what has
been perceived and, again, are able to guarantee the required capabilities. In
the example of Fig. 4, we have to select the actuators to use. According to EEM
ontology (Fig. 1), we need to turn on the escape lights and to send a message to
rescuers. In this specific example, capabilities as accuracy and precision can not
be applied to such a kind of sensors.

Justification. It is similar to explanation. Indeed, it aims at looking for all the
instances of ssn:Property that justify the selected operation (Fig. 5). In the exam-
ple of Fig. 5, we need to send to rescuers a message with the position of possible
victims.

The activities above represent the building blocks to be used in order to
define any kind of emergency management policy based on using (physical and
virtual) things. It should be noticed how such basic reasoning services can be
composed in any order.
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Fig. 5. An example of the Perception/Action Cycle: justification.

5 Concluding Remarks

In order to develop the ontology described in the previous section we use the
open source ontology editor Protege4. Then we import the ontology elements
in the Parliament triple store5, a high-performance triple store designed for the
processing of GeoSPARQL6 queries that deal with geospatial information about
the triples. After that, we populate the triple store with instances describing the
earthquake emergency scenario proposed in Sect. 2. The queries related to the
reasoning activities depicted in Figs. 2, 3, 4, and 5 (see Sect. 2) are reported
in Figs. 6, 7, 8, and 9, respectively. It should be noticed as query 7 allows us
to select sensors having a given accuracy. Furthermore, it should be noticed as
query 9 allows us to select the localization of victims from all the data gathered
by sensors. As a consequence, victim localizations can be sent to rescuers.

Fig. 6. GeoSPARQL query implementing explanation.

The examples reported above show how very simple semantic reasoning tech-
niques can provide a support to an emergency manager in refining its knowledge
according to a first set of observations and, thus, finding which actuators should
4 http://protege.stanford.edu/ (Accessed: 2014-06-26).
5 http://parliament.semwebcentral.org/ (Accessed: 2014-06-26).
6 http://www.opengeospatial.org/standards/geosparql (Accessed: 2014-06-26).

http://protege.stanford.edu/
http://parliament.semwebcentral.org/
http://www.opengeospatial.org/standards/geosparql
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# Discrimination query

SELECT DISTINCT ?sensor

WHERE {
% ?sensor a ssn:Sensor .

?sensor a ?sensorType .

?sensorType a owl:Class .

?sensorType rdfs:subClassOf ssn:Sensor .

?observation a eem:DisplacementGreaterThan0.003h .

?observation ssn:observedBy ?sensorType .

?sensor ssn:hasProperty ?capability? .

?capability a ssn:MeasurementCapability .

?capability ssn:hasProperty ?accuracy .

?accuracy a ssn:Accuracy .

?accuracy eem:hasValue ?a

FILTER(?a <= 0.05)

}

Fig. 7. GeoSPARQL query implementing discrimination.

# Decision query

SELECT DISTINCT ?actuator

WHERE {
% ?actuator a san:Actuator .

?actuator a ?actuatorType .

?actuatorType a owl:Class .

?actuatorType rdfs:subClassOf san:Actuator .

?operation a ?operationType .

?operationType a owl:Class .

?operationType rdfs:subClassOf san:Operation .

?operationType san:controlledProperty eem:highIntensity .

?operation san:operatedBy ?actuator .

}

Fig. 8. GeoSPARQL query implementing decision.

# Justification query

SELECT ?victim

WHERE {
?victim a eem:PersonToEvacuate:

geo:hasLocation ?localization .

?localization geo:asWKT ?lWkt .

FILTER(geof:sfWithin(?lWkt,

"POLYGON((<coordinates> ))"^^sf:wktLiteral))
}

Fig. 9. GeoSPARQL query implementing justification.
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be activated adapting pre-defined emergency management policies to the cur-
rent scenario. These preliminary experiments seem to confirm the feasibility of
the proposed approach. Its application in a real scale scenario is the next step
in our work. In order to do that, we are setting up an Emergency Management
System (EMS) based on a knowledge base defined according to the above ontol-
ogy. This application uses the basic reasoning activities presented in this paper.
The knowledge base is populated in real-time with earthquake data coming from
the Twitter service offered by the Italian Geophysical and Volcanology Institute
(INGV)7. The story drift displacement is computed by means of a laser displace-
ment sensor (produced by our own laboratories) connected to a Cubieboard2
(based on a ARM Cortex A7 dual core processor). An Android application plays
both the role of sensor, sending geolocalization data, and the role of actuator,
receiving notifications from the EMS. The experiments are still on going and the
related results will be reported in a follow-up paper.
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